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o Which data is used for training and probabilistic modeling of token sequences?

o What are the operational mechanisms of a LLM (cf. “black box”)?

 Are certain Rl and RE principles (such as accountabillity, interpretability, factuality, explainability, safety, reliability, traceability, etc.)
compatible with LLM functionality”?

e How can we ensure Rl and RE principles at the intersection of Al and OS without lowering the online prominence of OS data?
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Probabilistic Modeling of Token Sequences:
e The parameter for weighting probabilities is the quantitative
prominence of available data
e prominent data: widely available online, easily discoverable,
frequently repeated, cited,
referenced, reviewed, edited, widely disseminated 3)

These RI/RE principles and IP rights make OS (reliable) data under-represented for
Al training:
e Transparent and open sharing, collaboration, building on existing data and
preprint archives reduce the likelihood of redundant studies
e Peer review assessing originality, validity, and significance of a study limits
oublishing similar study
e Protecting Data Privacy and Confidentiality, preventing unauthorized access
e Prioritizing quality over quantity: prevention of salami publication, re-publishing etc.
e Safeguarding/witholding data from harm or misuse (ethical need)
e Utilising Intellectual Property Rights to limit access

Ib On the best way with OS:
Achieving data prominence involves factors such as open
access publishing, open data repositories etc.

I’ Training (of LLM) and prediction functionality require large online
data to follow linguistic rules (Estimates: GPT-4 trained on 13
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trillion tokens - ca. 10 trillion words®). OS sources will not suffice to train a proper LLM.

At the Intersection of OS and LLMs,
e end users must be aware of the different logics, principles and limitations in order to use LLMs with a critical and reflective approach in the scientific process.
e developers must be sensibilised to the principles of good research practices and reinforce these responsibly in the training processes.
e research community must reflect on its own processes and principles in light of these developments and readjust them If necessary.

Promoting 08 as widely as possible could overcome the current under-representation,
thereby refining the quality of knowledge that is freely accessible.
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