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The larger project: Training Transfer 
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Training Change Process Increase in RR

Berlin | Oxford 
Summerschool Change Process Publications of PPs

How to efficiently measure RRPs in a diverse set of 
publications?
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Possible Solution



Some background for LLMs

Context Window:

The amount of text an LLM can consider at once when generating a response. A larger 
context window allows the model to maintain coherence over longer passages, but 
can also increase computational demands.

Prompt Engineering: 

The art of crafting effective instructions (prompts) to guide an LLM's output. Careful 
prompt design can significantly improve the quality and relevance of the generated 
text.
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LLMs with large context windows
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LLM assisted 
iterative loop: 
Dialogue with 

LLMs
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LLM assisted iterative loop resulted in return of 
meaningful features from papers
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Comparison of Gemini and ChatGPT
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"The objective of this 

retrospective study was to 

compare the predictive 

performance..."

The paper does not explicitly 

state a hypothesis. It states that 

"This study aimed to compare 

the predictive performance of 

the sFlt-1/PlGF ratio alone 

versus a multi-marker regression 

model."



Validation results
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N=37 studies
12 questions each

2 AIs | 3 human reviewers
~6%

~18%



Limitations and next steps

Reproducibility and variability in answers ->Bug or feature?

Potentially long process to find prompts -> standardized prompts?

Responsible research Criteria not easy to assess even for human reviewers -
>Granularity of prompts

Currently mostly manual communication with LLMs -> pipeline via APIs

Online service -> local infrastructure need with local LLM

Error rate of LLMs -> reconciliation between LLMs
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Thank you.
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