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Focus: research AWS

Large monitoring networks: lots of identical stations (WMO, etc)

Research AWS: stations installed to answer a specific scientific 
question



First Challenge: diversity

⚫ Measured parameters, sampling 
rates

⚫ Sources of data (database, 
webservice, files)

⚫ Data formats (all variants of csv, 
…)

⚫ Changes in the station setup at 
any time during the station’s 
lifetime



Example: Davos Stillberg station

⚫ AWS since 1975

⚫ Lots of changes in types & number of 
sensors, different sampling rates

⚫ Several full rebuild

⚫ Nobody really looked into the old 
data

1;2;3;4;5;6;7;8;9;                                                     [97 more fields]
YEAR;MONTH;DAY;TIME;TEMP_ENGL_H;TEMP_ASP;TEMP_S100;TEMP_S50;TEMP_S10;  [97 more fields]
No;No;No;No;°C;°C;°C;°C;°C;                                            [97 more fields]
No;No;No;No;0.01;0.01;0.01;0.01;0.01;                                  [97 more fields]
76;1;1;30;-177;-175;95;54;-10;                                         [97 more fields]
76;1;1;130;-200;-202;94;53;-11;                                        [97 more fields]
76;1;1;230;-186;-179;94;53;-11;                                        [97 more fields]
76;1;1;330;-228;-235;94;53;-11;                                        [97 more fields]

1;2;3;4;5;6;7;8;9; [24 more fields]
1;2;3;4;No;No;5;6;30; [24 more fields]
STAT_NR;YEAR;DAY_OF_YEAR;TIME;TEMP_VTP6;RH_VTP6;  [27 more fields]
No;No;No;No;°C;%;°C;%;mm; [24 more fields]
No;No;No;No;1;1;1;1;1; [24 more fields]
350;2000;272;920;9.46;64.14;-6999;-6999;0; [24 more fields]
350;2000;272;930;10.73;63;-64.1;-25;0; [24 more fields]
350;2000;272;940;9.92;59;-64.1;-25;0; [24 more fields]

Sensors from multiple stations 
within 1 file

+ Changes in # of sensors within 1 file + sensors 
swapped over time (not matching the headers) 



Ultimate goal



Requirement 1: standardization

⚫ Handle the various input formats

⚫ Same output format

⚫ Same parameter naming

⚫ Same metadata standard



Requirement 2: reproducibility

⚫ Document ALL processing 
steps;

⚫ no manual editing of data, 
generated on the fly;

⚫ for any period of the station’s 
lifetime!



Our new system: user experience

⚫ Go to our web service home page

⚫ Login with your Orcid ID



Our new system: user experience

Select «Guest Job Submission»



Our new system: user experience

⚫ Upload data file

⚫ Provide start and end time

⚫ And launch job!

Upload here !



Our new system: user experience

And get a standardized file 
back!

netcdf STB_Orion {
dimensions:
time = UNLIMITED ; // (3 currently)

variables:
float time(time) ;

time:standard_name = "time" ;
time:units = "minutes since 1976-01-01 00:00:00" ;
time:calendar = "gregorian" ;
time:axis = "T" ;

float orog ;
orog:standard_name = "surface_altitude" ;
orog:long_name = "height above mean sea level" ;
orog:units = "m" ;
orog:_FillValue = -999.f ;
orog:positive = "up" ;
orog:axis = "Z" ;

float latitude ;
latitude:standard_name = "latitude" ;
latitude:units = "degree_north" ;
latitude:_FillValue = -999.f ;
latitude:axis = "Y" ;

float longitude ;
longitude:standard_name = "longitude" ;
longitude:units = "degree_east" ;
longitude:_FillValue = -999.f ;
longitude:axis = "X" ;

float slope ;
slope:standard_name = "slope_angle" ;
slope:long_name = "slope angle" ;
slope:units = "degrees from horizontal" ;
slope:_FillValue = -999.f ;

float azimuth ;
azimuth:standard_name = "slope_azimuth" ;
azimuth:long_name = "slope azimuth" ;
azimuth:units = "degrees from north" ;
azimuth:_FillValue = -999.f ;

// global attributes:
:date_created = "2023-10-26" ;
:creator_name = "bavay" ;
:creator_type = "person" ;
:publisher_name = "bavay" ;
:publisher_type = "person" ;
:source = "MeteoIO-20231006.19a4f772" ;

:history = "2023-10-26T19:59:46Z, bavay@Buelenberg, MeteoIO-
20231006.19a4f772" ;

:keywords_vocabulary = "AGU Index Terms" ;
:keywords = "Cryosphere, Mass Balance, Energy Balance" ;

:title = "Meteorological data timeseries for the 
Davos::Stillberg_Orion station" ;

:product_version = "1.0" ;
:Conventions = "CF-1.6,ACDD-1.3" ;
:standard_name_vocabulary = "CF-1.6" ;
:cdm_data_type = "Station" ;
:featureType = "timeSeries" ;
:station_name = "Davos::Stillberg_Orion" ;
:station_id = "STB_Orion" ;
:geospatial_bounds_crs = "EPSG:4326" ;
:geospatial_bounds = "Point (40.372840 51.572715)" ;
:geospatial_lat_min = "51.5727" ;
:geospatial_lat_max = "51.5727" ;
:geospatial_lon_min = "40.3728" ;
:geospatial_lon_max = "40.3728" ;
:time_coverage_start = "1976-01-01T01:00:00+01:00" ;
:time_coverage_end = "1976-01-01T03:00:00+01:00" ;
:time_coverage_resolution = "P3600S" ;



Yes, there is a trick...

Upload here !



Yes, there is a trick...

=> This single configuration file (per station) describes ALL 
the processing for the whole life of the station



Processing provided by our 

MeteoIO meteorological data pre-

processing library:

⚫ Started in late 2008

⚫ In operational use for avalanche 

warning applications

⚫ Open source

Using the configuration file



⚫ Fixed processing steps

⚫ Many input formats to choose from 

(through plugins)

⚫ Many editing / filters / corrections 

to choose from

⚫ several output formats (through 

plugins)

⚫ Nothing is hard-coded, everything 

comes from its config file

⚫ Configuration file should be 

understandable by a human in 

50+ years

Nothing hard-coded,
everything from its configuration file

MeteoIO: principle of operation



MeteoIO: example configuration file
The INI file is structured in sections



MeteoIO: example configuration file

File reading plugin & location



MeteoIO: example configuration file

Basic geographic metadata



MeteoIO: example configuration file

Description of the files structure



MeteoIO: example configuration file

All files that are read by this dataset (per file config keys 

are supported)



MeteoIO: example configuration file

Applying some corrections on the data



MeteoIO: example configuration file

Output format & metadata to be added



Writing INI files is key to the system

Writing INI files

Extensive online documentation Dynamically generated GUI, direct links to the 

online documentation

“Inishell 2.0: semantically driven automatic 

GUI generation for scientific models”, 

Bavay et al., 2022, gmd 

https://doi.org/10.5194/gmd-15-365-2022

https://doi.org/10.5194/gmd-15-365-2022


MeteoIO: Data QA/QC
⚫ Currently, 41 filters to choose from

⚫ Stack as many filters as you want, per parameter

⚫ Extensive documentation



MeteoIO: Data QA/QC

Filtering ARO2::HS::MAD 2018-09-30T22:00:00
Filtering SIM2::HS::MIN 2018-09-25T14:00:00
Resampling ALI2::RH::LINEAR 2018-09-27T06:00:00
Resampling PAR2::RSWR::LINEAR 2018-09-27T06:00:00
Missing DAV5::TSG 2018-09-27T06:00:00
Missing ELS2::RH 2018-09-27T06:00:00

Enable the “DATA_QA” option, then request some data...



Not only guest, but as Data Owner

⚫ Datasets permanently on the system

⚫ Provide source data & INI file

⚫ Automation with sftp + cronjob

⚫ Anonymous users can see your public 

datasets

⚫ Deliver up-to-date data as well as on-demand



Time to re-think our workflow!

⚫ Current way, as presented: MeteoIO on the side, in the 

end

⚫ New way: MeteoIO from the start

⚫ Simpler workflow

⚫ In dev: getting data from shared drives, Amazon S3, 

Nextcloud

⚫ Notifications from data QA→ quick reaction

⚫ Near-real time data delivery to operational users

⚫ Progressive data refining, snapshot to publish research 

dataset



New workflow in real life

Real life:

⚫ Very little time to care for AWS 

data in research…

⚫ Often neglected

New workflow:

⚫ Empower Data Owners;

⚫ Make production of data more 

robust;

⚫ Increase data quality;

⚫ As a side effect: data is 

standardized and FAIR, and it 

comes for free!



More information
⚫ Data processor: MeteoIO pre-processing library, see 

(Bavay & Egger, 2014, gmd) 
https://doi.org/10.5194/gmd-7-3135-2014

⚫ GUI for configuration file: Inishell
see (Bavay et al., 2022, gmd) 
https://doi.org/10.5194/gmd-15-365-2022

⚫ Earlier version for the WMO Global Cryosphere 
Watch, see (Bavay et al., 2020, dsj) 
http://doi.org/10.5334/dsj-2020-006

https://doi.org/10.5194/gmd-7-3135-2014
https://doi.org/10.5194/gmd-15-365-2022
http://doi.org/10.5334/dsj-2020-006
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