
Enhancing Soil Organic Carbon Prediction: A Deep Learning Approach 
Utilizing Stacked Autoencoder Feature Extraction and Large-Scale Spectral 

Libraries

The main terrestrial carbon (C) fraction is soil organic carbon (SOC), which has a significant impact on climate change and greenhouse gases emission 
through the absorption and sequestration of carbon dioxide (CO2. This has made SOC assessment very important from both economic and environmental 
viewpoints. The increasing number of soil spectral libraries (SSLs) on regional, continental, and global scales has brought a tremendous opportunity for 
quantification of SOC through the development of spectral-based prediction models. Hence, with the development of large SSLs, we need to seize the 
opportunity to utilize big data analytics to process the spectral data. The unique ability of deep learning (DL) techniques to leverage important features of 
high dimensional large-scale SSLs has made them top-demanding for more sophisticated modelling. The main objective of this study was to evaluate the 
capability of two different DL algorithms, i.e., one-dimensional convolutional neural network (1DCNN) and fully connected neural network (FCNN) coupled 
with stacked autoencoder (SAE) feature extraction for SOC prediction based on the data from the land use/cover area frame statistical survey (LUCAS) 
database. SAE extracted the high-level deep features from the visible--near infrared--shortwave infrared (Vis--NIR--SWIR) reflectance spectra of 11,441 
soil samples, which were then considered as inputs to the 1DCNN and FCNN models for predicting the SOC content. Both SAE-DL feature-selected 
models yielded higher accuracy than those the DL developed on the entire spectra and a random forest (RF) model was constructed for comparison. The 
best prediction was achieved by SAE-1DCNN (R2 = 0.78, RMSE = 3.94%, RPD = 4.88) followed by 1DCNN (R2= 0.73, RMSE = 5.43%, RPD = 3.67) 
proving the superiority of 1DCNN over FCNN in this study. These results supported the applicability of combined deep features extraction and regression 
methods for predicting SOC using high dimensional large-scale SSLs.
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SOC prediction models performance based on different architectures

Stacked autoencoder architecture Stacked autoencoder-1D Convectional Neural Network Stacked autoencoder fully connected neural Network
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Results

The average reflectance of the whole dataset with variance
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