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Highest educational attainment – 8 categories: 

(1) Compulsory school

(2) Apprenticeship

(3) Intermediate technical and vocational school

(4) Higher technical and vocational college

Lack of timely data

Reference date 

(e.g. 2019)

Highest educational attainment (HEA) of Austrian population aged 15 and above on reference date (31.10)

~5% HEA missing

Data A: ~70%

no information on HEA till

present

Data B: ~30%

information on HEA after 

reference date

Missing data

Professional knowledge on 

educational attainment –

imputation for reference date

Models:

• XGBoost with 5-fold target encoding

• XGBoost with label encoding

• LightGBM with 5-fold target encoding

• LightGBM with label encoding

Imputation

Theoretical imputation of Data B 

through professional knowledge

Model A: Train on Data B

(split to train, test, validation set)

Predict Data A based on Model A

Nowcast

Impute data for reference date t 

and t+1

Model B: Train on Data C

(split to train, test, validation set)

Predict Data D based on Model B

Model Selection:

• Hyperparameter tuning with random grid search

• Evaluation metric: Weighted Kullback-Leibler

divergence (KLD) for feature combinations

(5) Academic secondary school

(6) Post-secondary course in technical and vocational education

(7) Post-secondary college

(8) University

Census

2001

Reference date 

t

Previous educational data as

predictors

Reference date 

t+1

Target variable HEA

and other available predictors

Data C: 

training data set for nowcast

Reference date 

tp (e.g. 2023)

Data D:

available predictors at time tp
and educational data at time tp-1

• Models with label encoding performed better

than target encoding

• XGBoost performed better for Model A and B 

compared to LightGBM

• Kullback-Leibler divergence used for evaluation

– goal: good prediction of HEA distribution

within feature combinations

• Model updates necessary in the long term

Models Weighted KLD 

(Model A)

Weighted KLD 

(Model B)

LightGBM

label encoding

0.147 0.0012

LightGBM target

encoding

0.176 0.1174

XGBoost

label encoding

0.126 0.0010

XGBoost

target encoding

0.195 0.0916

Feature Importance (Imputation Model A)

Feature Importance (Nowcast Model B)


