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Web Intelligence Hub (WIH)
 The WIH is the pillar of TSS that provides the fundamental 
building blocks for harvesting information from the web to 
produce statistics

 Mission: “a high-quality source of data extracted from web 
content, methodologies and algorithms, ready to be used to 
produce European and national official statistics”

 Collaborative effort: Eurostat, NSIs, statistical authorities and 
partners

 Community of experts: Web Intelligence Network, CEDEFOP

 WIH Platform: technical components and services

 Current use cases: 

• Online Job Advertisements, 

• Online Based Enterprise Characteristics (OBEC), 

• Multinational Enterprises (MNE)
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https://ec.europa.eu/eurostat/cros/content/trusted-smart-statistics-%E2%80%93-web-intelligence-hub_en


OJA data

Web data source

 Advertisements published on the World Wide Web: 

• Reveal an employer’s interest in recruiting workers with certain 

characteristics for performing certain work

 200 million ads 

• Posted in EU countries & UK - July 2018 

• Collected from more than 600 web sources (job search engines, 

public employment services’ websites…)

 Classified data (ISCO, ISCED, NACE, NUTS)
• Language Detection

• Pre-processing: noise detection, …

• Ontology-Based Models

• Machine-Learning Classifier
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Online Job Advertisements



OJA-NLP Dataflow

 OJA classifiers only use the job title to classify 

the ‘occupation’ ISCO-08

 Explore richness of the information extracted 

from OJAs:

• Full description of the job ads 

• Additional text from structured fields (raw text on 

job title, salary, etc.)
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Build a gold standard 
Labelling = Annotation

Analyze the quality of the OJA 
data production system

Evaluation of classifiers 

Perform quality checks of the data 
classified

Measurement of the accuracy of the 
classifiers 

Why to Collect labelled data?

Build a gold standard

Monitor the quality of automatic 
classification process

Benchmark Human annotators

Explore the possibility to 
complement human labelled data 

with LLM labelled data
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Data labelling: 
Gold standard

Gold standard: 

sample carefully built 
by experts with a very 
high precision. 

Expensive: 

require the intensive 
teamwork of highly 
qualified experts. 

Small in relative terms 
and are normally not be 
sufficient for training ML 
models. 

Ideal for benchmarking 
annotators used to 
obtain other types of 
annotated data.
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Quality of labelled data



Use of LLMs 
to collect 
labelled data
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LLMs: 
large language models

Generative pre-trained 
transformers (GPT)
•Introduced in 2018 by OpenAI. Artificial 

neural networks pre-trained on large 
datasets of unlabeled text, and able to 
generate novel human-like text.

Collecting labeled data using 
LLM like GPT-3/4 can be a 

valuable approach to 
generate high-quality training 

data

LLM can assist in generating 
labeled data

Human annotation and 
quality control are still 

crucial for achieving high-
quality results

https://en.wikipedia.org/wiki/Generative_pre-trained_transformer
https://en.wikipedia.org/wiki/Generative_pre-trained_transformer


Use of LLMs to collect labelled data: 
Performance - literature 
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Want To Reduce Labeling 
Cost? GPT-3 Can Help

GPT-3 was helpful but not better 
than humans 
(https://doi.org/10.48550/arXiv.210
8.13487)

Making Large Language 
Models to Be Better 
Crowdsourced 
Annotators

GPT-3.5 is about on par w/ humans 
(https://doi.org/10.48550/arXiv.230
3.16854)

Do the Rewards Justify the 
Means? Measuring Trade-
Offs Between Rewards and 
Ethical Behavior in the 
MACHIAVELLI Benchmark
GPT-4 is better than $25/hr 
humans (arxiv.org/abs/2304.03279)

ChatGPT just 
outperformed 
Mechanical Turk workers 
on text annotation tasks

per-annotation cost of ChatGPT is 
less than $0.003 ≈ 20 times 
cheaper than MTurk
potential of LLM to drastically 
increase the efficiency of text 
classification 
(https://arxiv.org/pdf/2303.15056v1
.pdf)

https://doi.org/10.48550/arXiv.2108.13487
https://doi.org/10.48550/arXiv.2108.13487
https://doi.org/10.48550/arXiv.2303.16854
https://doi.org/10.48550/arXiv.2303.16854
http://arxiv.org/abs/2304.03279
https://arxiv.org/pdf/2303.15056v1.pdf
https://arxiv.org/pdf/2303.15056v1.pdf
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How to collect 
LLM labelled 
data ?

1. Define the labeling task: 
• Classify job ad for OCCUPATION at 4th level ISCO-08
• ≈ 400 classes ISCO-08 4D

2. Prepare prompt templates: 

• Guide LLM to provide the desired labels: clear, concise, and provide 
sufficient context to make accurate judgments

3. Dataset for annotation:

• OJA sample labelled by experts

4. Interface with the LLM (chatGPT-4):

• Generate labels for the OJA sample

5. Quality control: 

• Implement quality control measures
• Regularly checks on the annotations (use of separate prompts or Agents)
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Prompting 
LLM 
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Example of prompting

Do you know ISCO-08 standard classification? 

Feedback from LLM chatGPT4

Feedback from LLM chatGPT4

Feedback from LLM chatGPT4

What is the definition of ISCO-08 code provided by Human expert “ISCO code”? 

Is the ISCO-08 code provided by the human expert” ISCO code” included in your proposals? 

If not, explain why. If yes, do you confirm that this is the most relevant for the job description provided?

Feedback from LLM chatGPT4

Here the job description to classify a 4-digit level of ISCO-08: “job description.” 

Feedback from LLM chatGPT4

ISCO code(s) provided by the LLM  

I will give you some job descriptions and ask you to provide me with 

the most appropriate ISCO-08 code at 4th digit level. Please also 
provide me with one or more alternative ISCO-08 codes, if relevant and 

explain why?
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Agreement between 
Human expert & 
LLM (ChatGPT-4)

COUNTRY (RO)
HUMAN EXPERT 
LABELLED DATA

LLM GENERATED 
LABELLED DATA 

OJA metadata label n

Correct * 226* 18*

Incorrect * 151* 310*

Impossible to classify at 4th level 11 0

Wrong language 6 8

Not a job ad 10 38

Job description missing 1 3

Multiple ISCO-08 4D labels 13 36

Total ads labelled 380 328**

* ‘Correct’ and ‘Incorrect’ attributes are given in comparison with the OJA classifier that we want to
assess

**In collecting labelled data using LLMs, we have excluded from the initial OJA labelled sample (human
expert): ‘job description missing’, ‘wrong language’, ‘not a job ad’
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Agreement rate: 
human expert, OJA 
classifier and LLM

AGREEMENT RATE ISCO-08 
4D

ISCO-08 
3D

ISCO-08 
2D

ISCO-08 
1D

HUMAN EXPERT –
LLM (CHATGTP-4)

9.5 % 25.93 % 45.83 % 62.5 %

OJA CLASSIFIER –
HUMAN EXPERT

58.71 % 63.76 % 66.05 % 70.64 %

OJA CLASSIFIER –
LLM (CHATGPT-4)

6.7 % 20.68 % 35.86 % 53.59 %
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First analysis of results 
‘Correct’ and ‘Incorrect’ : 
- substantial difference suggests a disparity in the accuracy of labelling between the human expert and the LLM (ChatGPT-4). 
- human expert's judgments may have been influenced by their awareness of the OJA classifier's results. 
- human expert being more conservative in labelling ads as correct, while the LLM, not being aware of the OJA classifier's results, may 
have provided more varied classifications.

‘Multiple ISCO-8 4D labels’ for the same job ad: 
Both the human expert and the LLM (ChatGPT-4): 
- encountered cases where multiple ISCO4D labels were assigned. 
- faced challenges in accurately classifying certain ads with multiple job categories.

Potential Bias in Human Expert Judgments: 
- impacted the accuracy and consistency of the human expert-labelled data. 
- LLM classification was not affected by this bias since the result of the OJA classifier was not provided in the prompting.
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Conclusions

• Test the agreement response using more advanced prompting techniques (Tree-of-thought) to confirm the 
accuracy of LLMs in classifying occupation based on job description

Next steps

• Even if the LLM and human expert have low agreement rate, the LLM seem to be more accurate, after 
checking the explanations provided when proposing the ISCO label (for a sub-sample of the OJA dataset 
labeled)



Stay connected

Anca-Maria.KISS@ext.ec.europa.eu 

ESTAT-WIH@ec.europa.eu 

https://ec.europa.eu/eurostat/web/main/home  

Thank you!
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