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What is the 
real gain?



Reducing the administrative 
burden of clinical and 

research activities



The Scalable Future of Healthcare 
Research with LLMs

Scalability Challenge: EHR-based research is overwhelmed by ever-growing volumes of free 

text data.

Unlocking Insights: Crucial information is buried in these texts, creating barriers to efficiency.

Solution: Large language models (LLMs) automate text analysis, unlocking unprecedented 

scalability.

Impactful Use Cases:

Faster and more accurate clinical trial eligibility screening

Retrospective real-world disease incidence and outcome insights

Transformative Potential: LLMs are poised to revolutionize healthcare research





Quick math

Recent preparations for retrospective study on 
breast cancer
Pilot 300 patients 

Question: how many follow up documents? 

72.000 notes (~ 240 notes per person)

5000 patients → 1.2 million notes

18-20.000 patients (full cohort)

4-5 million notes!



“ When dozens of FBI agents 
descended on Enron's headquarters, 

they carted away hard drives and 
hundreds of boxes of documents. The 

task force had an onerous task: 
making sense and a criminal case out 

of approximately ten million 
documents. “



RAG

Embedding

0.83 0.52 0.01 …

0.95 0.36 0.37 …

0.28 0.54 0.83 ….

“The Tour de France is lovely”

“Mathieu van de Poel wint de 
Ronde van Vlaanderen”

“I cycle to work”

Embedding model



RAG

retrieval

Context
Complete record of patient X

Query
“Does this patient have heart failure?”

Complete record of patient X

NURSE VISITE NOTE

DRUG PRESCRIPTION

CAT SCAN REPORT

HEART FAILURE 
ADMISSION

DISCHARGE LETTER 1

What if..



RAG

Retrieval augmentation generation (RAG) – ‘chatting’ with the records

prompt

Query = “does this patient have 
heart failure?”

+context = 

LLM

Vector store with complete 
record of patient X



Published 2 weeks ago

APPLIED TO DETECTING COMPLEX ADVERSE EVENTS OF 
IMMUNOTHERAPY



LLMs can aid in 
clinical trial 
screening

In preprint

“criterion-level 
accuracy of 87.3%,  
close to the expert 
performance 
(88.7%–90.0%)”

“reduced screening 
time by 42.6%”



Longhurst et al. A Call for Artificial Intelligence Implementation Science 
Centers to Evaluate Clinical Effectiveness. NEJM AI (2024)

Key Challenge in AI Implementation in Healthcare:

Surplus of AI Models, Minimal Practical Impact:

While there is a large number of AI models available, their implementation in healthcare has 

been marginal, with little to no effect on patient-centered outcomes

Relevant to the Netherlands in the LLM space
It remains unclear how well large language models perform within 
Dutch healthcare settings, particularly when dealing with medical 

jargon.



Get involved with LUMC-NLP-LAB!

LUMC-NLP-LAB is open for collaborations!

Implement NLP methods, including large language 

models, in Dutch healthcare.

Develop and validate LLM applications for medical 

research and clinical innovation.

Collaboration within departments and with external 

partners.

Emphasize implementation science and education 

in all initiatives.

Marieke van Buchem
Innovatiemanager @

CAIRElab

Julius Heemelaar
Cardioloog i.o. en postdoc 

onderzoeker @ LUMC

j.c.heemelaar@lumc.nl

X: @CardioOnco_JHE
m.m.van_buchem@lumc.nl
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