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ABSTRACT 

A significant change is currently occurring in the near-Earth space sector with the introduction of 

large constellations, propelled by the increasing use of COTS systems, small-scale industrialization 

of space parts production and the strong reduction in the cost of access to space.  

Although the first steps towards the outward expansion of this movement into deep space have already 

taken place (including the MarCO [1] and LICIA [2], which were made part of the NASA’s Insight 

and DART missions, respectively), and many of the upcoming planetary and small body missions are 

considering the inclusion of small rideshare missions (the 10 cubesats on board the NASA Artemis I 

mission to Lunar orbit, as well as the ASPECT [3] and Juventas [4] cubesats riding with ESA’s Hera 

mission), the need for automation is a pre-condition to their future generalization, given the operations 

costs associated to each individual mission, especially when critical manoeuvres are concerned 

(approach, orbit insertion, deorbit, descent and landing phases as well as during aerobraking 

campaigns). Critically, the complexity of a given mission does not automatically scale with the 

spacecraft size; operations costs can therefore be expected to limit any potential savings in future 

missions unless automation is considered from the early stages of mission design and development. 

One key element to automation is navigation, with computer vision seen as a highly promising source 

of precise measurements to help guide a spacecraft in the latter stages of flights toward a designated 

target. The advantages of this approach include power consumption (given the use of passive sensors), 

relatively low cost and the multiple use of cameras (for navigation, engineering and potentially 

scientific data observations, although effectively combining all three often proves impossible). The 

main disadvantages, on the other hand, are also well known (scale ambiguity, the need to carry along 

significant processing power able to perform data reduction in real-time, and the high reliability and 

performance requirements commonly associated to deep space missions). With the recent insertion 

of space-certified high performance COTS components, however, it would appear that the time is 

right to investigate compact, light, low-cost and integrated solutions potentially enabling entirely 

automated missions - from launcher separation until arrival. As such, we hereby describe the proposed 

development of a miniaturized (4U) multi-camera vision-based navigation system for small & 

autonomous deep space missions, an R&D project targeting TRL 5 while setting the stage for 

concurrent projects to reach TRL 9 in the near to mid-term future. 

In this work we establish the overall system design as well as its’ hardware and software architecture 

(which can also be complemented with other sensors such as an IMU and a radar or Lidar altimeter), 

including both its sensing, processing and structural/acommodation elements. In addition, we provide 

a brief overview of two pertinent scenarios – a small body mission and a commercial lunar landing 

mission, for which we have developed a suitable measurement strategy and techniques adopted for 

each phase, taking into account a set of assumptions and the expected performance given the high-

level system specifications. 

Finally, we present in more detail each of the key system components: two star trackers (0.5U each), 

a high-resolution camera (2U), and a high performance processing board (<1U) along with the on 

board image processing library. 
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1 INTRODUCTION 

The IONEA (Instrument for Optical Navigation and Autonomous Exploration) project is an R&D 

contract to develop a prototype system concept aiming at full rigid-body state determination (attitude 

and position) throughout a deep space mission using vision, and is built on the observation that during 

a large fraction of any given mission only a limited positioning accuracy is required to arrive at the 

intended target, with the need for additional trajectory refinement growing only by the final weeks 

and days prior to arrival at the targeted body.  

While the main innovation with respect to existing systems is the use of a vision-only approach to 

position estimation, the approach to attitude estimation is fully established: most deep space missions 

use two star trackers for that purpose, which at the present time are already highly miniaturized 

components such as to fit almost any volume even for relatively high precision [5]. On the other hand, 

if precise position estimation is also sought in addition to attitude estimation there is an additional 

trade off to be made, since miniaturized star trackers can trade some accuracy and sensitivity for a 

wider field-of-view as long as at least 3 bright stars can always be detected, while if high accuracy is 

specifically required then either a higher pixel count is needed (with the associated size and power 

consumption) or the field-of-view needs to be narrower (in which case higher sensitivity will be 

mandatory to ensure full sky coverage), or a combination of the two. In the present work we have 

added a narrow angle camera in addition to the two star trackers in order to provide high accuracy 

optical navigation measurements. For this purpose, we specifically avoided designing a camera 

exclusively for optical navigation purposes, and instead adapted an existing panchromatic camera 

from a multispectral imager developed for a prior Earth Observation research project, in order to 

assess whether a camera originally developed for Earth Observation (and which could ultimately be 

used for mapping purposes upon arrival at a deep space target) could also be suited for autonomous 

deep space navigation. 

Finally, and in order to acquire and process the incoming visual data with the goal of extracting useful 

navigation observations from all three cameras, we developed a general-purpose data processor 

(derived from a miniaturized payload data processor which we use for other terrestrial applications) 

which includes a multi-core processor and an FPGA. Configuration and control software along with 

suitable IP cores have been developed to operate each of the three devices. An image processing 

library has also been established that implements hardware-accelerated algorithms to extract 

meaningful information from visual images for a number of relevant applications; this is detailed in 

section 2.2. As a first approach, the 3 cameras and the processing unit are installed in a structure 

measuring 20 x 20 x 10 cm (4U), which is both small enough to fit on nearly any real mission and 

large enough to allow placing the two star trackers in a wide variety of orientations, as may be 

required for different missions. 

 
 

Figure 1. Two perspectives of the proposed IONEA deep space visual navigation instrument. 
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2 HARDWARE DESIGN 

As mentioned in the previous section, three different visual sensors of two different types (two 

miniaturized star trackers and a high resolution optical navigation camera) are assumed to provide 

imaging data, while an image processing unit acquires and processes the images to extract 

measurements driving a visual navigation filter. Prototypes for each of the visual sensors have already 

been built at our offices, and will be further developed beyond TRL5 in the scope of two different 

Industrial R&D contracts. We have sought to establish a common miniaturized camera body for the 

proposed star trackers, such that both sensors and optical systems can be easily exchanged to build 

miniaturized hyperspectral or thermal infrared cameras for nanosatellite missions. As of today we are 

performing qualification for a hyperspectral camera based on this design, which we expect to 

demonstrate in orbit during the first half of 2023 as part of the AEROS satellite. 

2.1 Star Tracker 

The star tracker weighs about 450g and includes a modified COTS lens (to handle high thermal 

variations and vacuum conditions). Its’ structure was designed in aluminium 7075-T6, black anodized 

to reduce stray-light. The camera has a diagonal field-of-view of about 18.2deg and is capable of 

acquiring images with 2048 x 2048 pixels at a rate of up to 10Hz and is capable of identifying objects 

(stars as well as planetary and small bodies) with an apparent magnitude of up to 6.5 with an exposure 

time of 50ms (it is also capable of detecting objects up to magnitude 10 for longer exposures and 

using image stacking).  

Based on commonly used star pattern recognition algorithms and high-accuracy quaternion 

estimation methods (detailed in section 2.2) it is able to reach an accuracy of about 3arc-seconds RMS 

in the image plane. It also measures well under 0.5U, and consumes about 2W. The camera is 

connected to the image processing unit through a high-speed flat cable, which then provides crucial 

navigation data to an on board computer via CAN or SpaceWire interaces. The star tracker is meant 

to provide high-accuracy attitude estimates along with positioning measurements (for a full 3D 

positioning it needs to observe bodies along directions significantly separated between each other). 

For some applications (e.g. orbit determination while in a planetary orbit, or when orbiting a small 

body) star trackers may be better suited than the optical navigation camera, given the onboard 

memory implications of using a NAC for crater identification or terrain matching purposes.  

For a descent and landing mission, these smaller cameras can also provide high enough horizontal 

positioning accuracy (1m at 6km altitude) to obviate the need for a higher resolution camera. On the 

other hand, accurate positioning in deep space is best achieved in practice using the optical navigation 

camera. The main star tracker camera specifications are described in Table 1. 

Table 1. Specifications for the ST1 Star Tracker and Optical Navigation Camera. 

Parameter ST1 Star Tracker Optical Navigation Camera 

Optics 50mm, f/1.4 80mm, f/12 

FOV 18.2 degrees 2.05 degrees 

Dimensions 70.8 x 50 x 50 mm3 234 x 95 x 95 mm3 

Mass 450g 1Kg 

Power 2W (max.) 3W (max.) 

Temp 
-30/60 (operational) 

-40/70 (non-operational) 

-30/60 (operational) 

-40/70 (non-operational) 

Voltage 6-17VDC 6-17VDC 

Resolution 4MP (2048 x 2048 pixels) 12MP (4096 x 3072 pixels) 

Pixel size 5.5 x 5.5µm2 5.5 x 5.5µm2 
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Update rate 
2Hz (nominal) 

10Hz (max) 
1Hz 

Accuracy/IFOV 3 arc-sec RMS (image plane) 1.85 arc-sec (~4m@500km) 

Stray Light 30° 30° 

TRL 

6 (current) 

7 (Q3/2022) 

9 (Q1/2023) 

5 

2.2 Optical Navigation Camera 

The deep space Optical Navigation Camera (ONC), on the other hand (specifications are described 

in Table 1), is a Narrow Angle Camera weighing just short of 1kg. The camera is designed around a 

Cassegrain configuration with an f-number of 12. The optical system is kept in place by a stiff carbon 

fiber structure, which is both very light and highly stable (mechanically and thermally).  

  

  

Figure 2. Prototypes and conceptual design for the Star Tracker and the Optical Navigation Camera. 

The camera measures about 2U and the selected 12Mpixel sensor can capture images 2deg across 

with a resolution of 4096 x 3072 pixels - meaning that each pixel corresponds to about 1 300km at a 

range of 1 AU (highly useful for positioning in deep space). The camera uses a similar electrical and 

data interface as the star tracker, and is meant to be able to image distant objects with apparent 

magnitudes up to 9 (with long exposures), including planetary bodies and (the closest) small bodies 

to a spacecraft during an interplanetary transfer. In order to obtain 3D positioning data, image sets 

captured by the ONC must typically include objects very widely apart, which implies periodic 

spacecraft slews (the frequency of which depends on the pre-defined tracking error bounds 

established along a nominal transfer trajectory). 

In the context of the Time Delay and Integration algorithm described in section 3.1.2, a hyperspectral 

camera has been developed within the same camera body as the star tracker, where an hyperspectral 

imaging sensor from IMEC (CMV2K LS150 VIS-NIR) based on a CMOSIS CMV2000 was used 

with hyperspectral filters on the visible and near infrared light spectrum.  

The filters are disposed in a wedged pattern and distributed over two separated areas (empty interface 

zone with 120 lines). The VIS region is composed by 64 filters in the range 470-600nm and the NIR 

area by 128 filters that capture light in the 600-900nm range. 
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Finally, the processing unit is contained in a small 0.3U box between the star trackers and the optical 

navigation camera. It ensures that all cameras are simultaneously available at any given time to 

provide continuous attitude estimations and to enable precise ONC observations, contains all 

pertinent ephemerides and a priori map data for comparison, runs where most of the camera 

configuration and control software is locate, and runs the customized image processing algorithms 

and relative navigation and guidance algorithms as appropriate for each mission. 

 

 

Figure 3. Hyperspectral Sensor Layout and sensor board. 

For specific missions such as those involving descent and landing we have also developed navigation 

algorithms taking altimeter and IMU measurements as inputs, in addition to visual measurements, in 

order to provide accurate positioning from high altitude until as late in a mission as surface dust 

allows. 

Table 2. Specifications for the Image Processing Unit. 

Parameter Value 

Dimensions 130 x 106 x 30 mm3 

Mass 500g 

Power 10W (max.) 

SoC Xilinx US+ ZU4EV 

CPU 

Quad Core ARM A53 

@1.5GHz + Dual-Core 

ARM R5F @600MHz 

FPGA Xilinx UltraScale+ 

External I/F 
SpW (TM/TC+image 

transfer) 

Temp 
-30/60 (operational) 

-40/70 (non-operational) 

Voltage 6-17VDC 

TRL 5 

3 SOFTWARE DESIGN 

The image processing unit is where most of the key software runs. It is derived from a high-

performance payload data processor developed for micro-UAV multi-sensor applications and which 

is based on a Zynq Ultrascale+ SoC. Both this processing unit and each of the cameras developed at 

Spin.Works (including the star trackers and optical navigation camera described here) use the same 
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electrical and data connectors, something which greatly simplifies camera integration. A highly 

configurable IP core (SpinIP) has also been developed to ensure that sensor configuration and control 

and image acquisition is made easy for the entire family of sensors used at the company. 

 
Figure 4. Software product tree for the IONEA instrument. 

Beyond camera configuration and control and image acquisition, compression and storage 

algorithms, we have implemented onboard propagator and navigation software that accumulates 

measurements over long time periods to produce highly accurate positioning estimates. Navigation 

projections are made using observations which result from a number of different image processing 

algorithms that can be used at different mission times and phases. The algorithms include time-delay-

integration algorithms, star tracker algorithms, terrain matching algorithms, or image stacking & 

centroiding algorithms. A software version of these algorithms was implemented as part of the 

development process in order to determine their individual performance during Monte Carlo 

simulations under tightly controlled conditions (the performance models were then fed to a covariance 

analysis tool in the context of representative scenarios, as will be seen in section 5.2). Then these 

algorithms were analysed in order to identify components which could be easily hardware-accelerated 

using the onboard FPGA with the support of High-Level Synthesis tools. 

At the present time, results have been obtained for two particular algorithms using real imagery: the 

star tracker algorithms and the time-delay-integration algorithm (in the context of reconstruction of 

hyperspectral data using a push-broom camera). These are further described in the next section. 

In addition, hardware-accelerated visual navigation tasks have been demonstrated using the same 

processor in the scope of the ESA AVERT project ([6], which involved extensive flight testing of 

terrain-relative navigation and hazard detection and avoidance algorithms) at a high enough rate (8-

10Hz) to make feature tracking useful in a lunar or planetary landing scenario. Current work in the 

scope of the National R&D activity IONEA is aimed at significantly improving the prior functions 

such as to allow simultaneous multi-camera processing for future missions, while further laboratory, 

field and in-orbit demonstrations of the critical functions required for descent and landing are targeted 

for the near-future 
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3.1 Image Processing Algorithms 

3.1.1 Star Tracker 

In a brief summary, the Star Tracker algorithm can be decomposed into four main sub-routines which 

are described in the next few paragraphs: 

- Image Processing 

- Star Centroid Estimation and Pattern Identification 

- Attitude Estimation 

Pre-processing and preparation must be handled beforehand. Star tracker algorithms rely on star 

catalogues, which need to be adapted to every different algorithm and setup, containing reference 

attitude measurements for both star identification and attitude estimation stages. 

The On-board Star Catalogue generation procedure is performed a priori and consists of pre-

computing important data from the initial catalogue. The chosen star catalogue is the Bright Stars 

Catalogue [7], consisting of the 9096 brightest stars observed from Earth. 

The accurate operation of the Star Tracker is highly dependent on the star distribution in the sky. The 

first step is to define the minimum relative star magnitude value, given the exposure time, camera 

sensor and appropriate minimum sky coverage (at least 95%), and filter out stars with brightness 

magnitudes bigger than that value. As a second step for the on-board catalogue, it is necessary to filter 

out stars that are too closely positioned to each other in order to eliminate misidentification cases 

where there would be expected two undistinguishable stars in the same pixel. The third and main 

objective of this preparation stage is to determine which stars can be considered neighbours, 

according to the camera projection model, namely lens field of view, detector size and focal length. 

The last stage of the pre-processing is to pre-allocate variables storing vital data for the subsequent 

star tracker subroutines, namely star identification and attitude estimation. 

3.1.1.1 Image Processing 

Given the acquisition rate, star trackers are subject to low exposure times. When capturing the dark 

sky with low exposure, star blobs get too dim to distinguish from the background, therefore it is 

necessary to enhance and process the raw captured frame to increase the robustness and accuracy of 

the subsequent stages. 

The image processing procedure begins by filtering the opto-electrical noise at an early stage by 

smoothing out the star image using a gaussian kernel. Afterwards, the cleansed image is subject to a 

segmentation phase. Given a Signal-to-Noise ratio (SNR) study, it is possible to define a bottom floor 

value above which that SNR is ensured in order to obtain the potential star blobs and their position 

on the image plane, resulting in a binary mask. 

A single-pass connected components stage [8] labels the different blobs and infers about both blob 

centre and blob area for each and every blob on the binary mask. The following figure depicts the 

basic connected components algorithm. Blobs of neighbouring pixels will be labelled with the same 

index (represented by a colour in the image) and this index will be incremented as the algorithm finds 

new blobs. The result is a sparse matrix where each blob (with index 1,2,3,4,...) is represented by a 

group of doublets (i,j), each doublet representing a pixel location on the image belonging to the blob. 

Star blobs are modelled after an airy disk-shaped object which can therefore be roughly approximated 

to a gaussian shape. Bigger blobs define brighter stars. By filtering lower area blobs, we are increasing 

the SNR and increasing the chance of picking true positive stars. The following figure depicts the 

binary mask with red circles around blobs with valid area: 
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Figure 5. Connected Components Analysis (left) and Post-Processed Image (right). Red Blobs 

depict valid potential star blobs. 

3.1.1.2 Star Centroid Estimation and Pattern Identification 

It is necessary to perform a centroid refinement from the connected components estimate in order to 

increase the measurements accuracy. One of the most widely used, yet effective, centroiding methods 

is a 2D gaussian fitting procedure which is the chosen procedure for our star tracker centroid 

estimation stage, namely the Fast Gaussian Fitting [9]. The Star Identification process is highly 

influenced by (and thus vulnerable to) the star catalogue precision and centroid estimation. The 

present star identification procedure is built upon the Multi-Poles Algorithm [10], a highly promising 

star identification method that not only provides a fast star catalogue searching but also some effective 

proofing layers against false objects or even highly corrupted environments. 

3.1.1.3 Attitude Estimation 

Attitude estimation closes the gap between the reference coordinate vectors and the measured 

direction vectors based on image centroids. Two well-known methods achieve the global optima for 

the orthogonal matrix that minimises the Wahba’s cost function. Though these methods guarantee a 

global convergence, their computational burden prevents their use in real applications. One of the 

most common methods is the QUaternion ESTimation Method (QUEST) [11] that uses a Newton-

Raphson two-step iteration to easily converge towards a good estimation for the pose values therefore 

it is the chosen method. 

3.1.1.4 Implementation Design 

 
Figure 6. Star Tracker Image Processing Workflow 
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The image processing algorithms were accelerated using FPGA. They generally benefit from FPGA 

parallelization and dataflow. The following functions were subject to hardware implementation using 

high level synthesis tools: Gaussian Blur, Segmentation and Connected Components. The posterior 

operations, given their sequential nature, were implemented in CPU. The diagram in Figure 6 features 

a high level overview of the implementation. 

3.1.2 Time Delay Integration (TDI) 

Within the IONEA project we also investigated the potential application of image processing to a 

push-broom camera (although this has been made for the particular case of a hyperspectral camera 

most of this algorithm would apply to panchromatic push-broom cameras, which are often used in 

the scope of planetary observation missions). This involves successive image acquisitions from the 

same earth surface covering all the spectral bands present along the lines of the hyperspectral sensor. 

The frame acquisition is in this case controlled according to linear velocity and pitch rate in order to 

cover another hyperspectral layer at every frame. 

3.1.2.1 Jitter Correction 

Jitter can be defined as image translation along both the vertical and horizontal direction caused by 

image plane rotation. For example, motor vibration coupled to an imaging system will cause a 

blurring or translation effect on the final image. The Jitter Correction Module starts by computing 1D 

Correlation between the front-running 5 rows of the sensor at iteration i and the subsequent 5 rows of 

the next band at iteration i-1. Considering a neglectable spectral response difference between 

successive band respondes, the same patch of terrain is compared at different timestamps and infer 

the horizontal translation between those views. The subpixel estimation is obtained by performing a 

quadratic interpolation at a small window around the correlation maximum. That horizontal shift is 

compensated by convolving with a Lanczos 1D kernel that performs image translation and 

interpolation simultaneously. 

3.1.2.2 Space-to-Depth: Hyperspectral Cube Construction 

The Hyperspectral Product Building procedure can be simply put as overlapping the same terrain 

patches with each successive spectral receiver. At every iteration, after jitter correction, the hypercube 

is incrementally built by adding another layer on top of the last one, paying special attention to the 

band-wise offset (the same terrain patch is iteratively captured along successive spectral regions, 

offset by 5 rows). The final Hyperspectral Data contains the resulting virtual 150 bands. We have 

developed a simulator for the complete image generation process which uses Copernicus imagery to 

synthesize a hyperspectral image. The results are shown below in Figure 8. 

 

 
Figure 7. Hyperspectral Cube Building Diagram 
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Figure 8: Hyperspectral Cube Results. Top left: 470 nm. Top right: 533.5 nm. Bottom left: 648.9 

nm. Bottom right: 755.7 nm 

3.1.2.3 Implementation Design 

The high acquisition rate of the hyperspectral camera enforces the implementation to focus on a 

dataflow approach. This feature also allows an optimization of computing resources and diminished 

computing burden on the CPU side of action given the utilization of programmable logic. Finally, 

real-time on-board operation assures a higher compression rate, increasing the hyperspectral imagery 

downlink. 

 
Figure 9. Hyperspectral Image Alignment and Hypercube image reconstruction process workflow. 
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4 TEST SETUP 

As previously stated in section 2, Star Tracker and Optical Navigation Camera share similar electrical 

and data interface. In a testing environment, the developed IP core (SpinIP) enables the modularity 

necessary for a single platform, multiple sensor framework, resulting in a single testing platform 

shared by the two systems. 

 
Figure 10. Star Tracker test platform. 

The testing platform lays on a high-end commercial night sky observation gimbal (Figure 10), namely 

the Sky Watcher EQ6-R Pro [12], an equatorial mount capable of focusing any celestial object, for 

both star tracker and optical navigation camera, with an arcsec accuracy, a major advantage for star 

tracker validation. In summary, the gimbal is the mechanical actuator of the whole process. 

While both cameras and systems share the same board type for their implementation, different 

enclosures were manufactured to accommodate the different acquisition optical systems. Figure 11 

shows the different enclosures. 

  
Figure 11. System Enclosures. Left: Star Tracker Mount. Right: Optical Navigation Camera Mount. 

The common board setup within each enclosure, while differing in specific methods, allows real-time 

variable exposure time, ADC gain, PGA (programmable-gain amplifier) gain, black offset and 

voltage ramp values, which is of great interest for testing the algorithms on a wide range of operating 

conditions and study their impact on the overall robustness and SNR. This feature also enables a real 

statistical Monte Carlo analysis for both methods given the fast acquisition rates from gigabit ethernet 

TCP-IP streaming capabilities. 
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5 CASE STUDIES: MISSION SCENARIOS 

5.1 Reference Trajectories 

In order to study the potential of the proposed instrument for autonomous visual navigation, we have 

studied two particular scenarios where it could potentially be used: a small body mission and a lunar 

landing mission. For the first case, we have considered targeting the object 65803 Didymos, which is 

also the target for the ongoing NASA/ESA AIDA collaboration (of which DART, the NASA 

contribution, has already launched). For the second case, we separated a lunar landing mission in the 

GTO phase, two Lunar Transfer phases (an outgoing leg, followed by an incoming leg until Lunar 

orbit intersection – see Figure 13 –, then a lunar orbital phase, and a deorbit, descent and landing 

segment. The assumed vehicle is similar in size to the IAI Beresheet lunar lander [13] – about 180kg 

dry mass and ~600kg when fully loaded, and using a 400N engine with an Isp of 318s. The trajectories 

obtained are shown in Figure 12 and Figure 13. 

 

Figure 12. Optimal low-thrust transfer from the Earth-Sun L2 point to 65083 Didymos. 

  

Figure 13. Lunar transfer strategy from GTO to Low Lunar Orbit (LLO): a) bielliptic transfer, b) 

lunar polar orbit insertion and orbital reduction until LLO. 



The 4S Symposium 2022 – T. Hormigo 13 

 

5.2 Covariance Analysis Results 

Following the definition of the reference trajectories for the two mission scenarios, we selected the 

measurements types: for small body mission we use centroiding on inner solar planets along with 

opportunistic observations of the brightest asteroids on the MPCORB database; whereas for the lunar 

landing case we used mostly centroiding and terrain matching, given the highly varying range relative 

to our target. The performance of each image processing algorithm is conservatively assumed to be 

no better than 1 pixel for either case. The positioning performance obtained for the small body and 

lunar landing missions, assuming the reference trajectory, camera design specifications and image 

processing algorithm performance is summarized in Figure 14 and Figure 15. 

The analysis performed for the small body case, similar to that in [14] and described in more detail 

in [15] shows that autonomous vision-only navigation may be feasible for the interplanetary transfer 

phase of missions within the inner solar system. A knowledge of between 10-20000km prior to the 

approach phase (feasible with just two observations per month) results on a manageable approach 

phase where 1 observation per day is realized, leading to relative position knowledge of within 1km 

in the radial direction and about 10m in the remaining two axes just before arrival. 

 

Figure 14. Vision-only position knowledge during a transfer to 65803 Didymos [15]. 

For the lunar landing case, and during both the outgoing and incoming legs of the bi-elliptic transfer, 

position knowledge is between 10-20km, and upon arrival in Lunar Orbit a few hours of observations 

are enough to reduce uncertainties to a few 100m and 0.1-0.2m/s. As the orbit is reduced to 100km, 

state knowledge stabilizes at around 0.1m/s and 100-200m, which is further improved to ~4cm/s and 

30-60m once the final orbit is achieved (100 x 30km) prior to the descent and landing phase.  

The results show that when using a system with the proposed specifications, it is possible to determine 

the position of a spacecraft to a very high accuracy using only visual measurements. This means that 

for both the small body and the lunar landing missions, knowledge can be bounded by frequent 

observations, and can be made to remain close to a safe level, thereby allowing a spacecraft to track 

a pre-defined trajectory within reasonable bounds. This suggests that it is feasible to autonomously 

steer a spacecraft from launch separation to low lunar orbit using only vision as the sole means of 

navigation. 
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Figure 15. GNSS + vision-based position knowledge during bielliptic transfer for the lunar landing 

mission, using GNSS and Center-of-Brightness (CoB) data (from [15]). 

6 CONCLUSIONS 

Our primary intent with this activity is to present initial results, both analytical and practical, that 

raise a discussion on the feasibility of raising the level of autonomy for future deep space spacecraft 

by using autonomous optical navigation. Given the decreasing launch costs and the persistently high 

operational costs for interplanetary mission missions, we have sought to demonstrate that it is possible 

to acquire enough knowledge about a spacecraft position and velocity using only on board visual 

measurements, and that relative position knowledge in addition to precise attitude estimation 

(provided by star trackers) may well be enough to successfully carry out an end-to-end mission 

without ever relying on ground assets. 

We have already built and characterized a prototype multi-sensor instrument that, once space-

qualified, should enable fully autonomous navigation for a significant variety of applications, even 

beyond our present analysis of two representative cis-lunar and interplanetary missions. More work 

is still ahead, both at algorithm implementation as well as at integration level, in order to ensure that 

the total correction delta-V associated to this approach, albeit higher than for current missions, 

remains tolerable. At the moment we continue to focus on the space qualification of our cameras, 

with the intent of completing an in-orbit demonstrations by 2023. At that point we will perform a 

thorough in-flight characterization of real hardware, as well as a detailed performance assessment of 

the image processing algorithms as described here, that will become the basis for our next steps. 
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