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ABSTRACT
With the awarding of multiple contracts within the Artemis program and building on the success of Artemis I, the National Aeronautics and Space Administration (NASA) is investing in and demonstrating the vehicle capabilities necessary for a return to crewed Lunar Missions. To enable these missions, NASA is also assessing architecture options and approaches to enable high precision in-situ navigation within the lunar sphere of influence. NASA conducted a trade on Orbital and Surface Lunar Architecture for PNT to support inter-operability and broad application within its elements, Documentation of primary users, operational concepts, driving scenarios, and mission needs were used to define performance constraints and phasing. Multiple technologies were assessed in terms of maturity, applicability, and performance to meet the forecasted primary user needs. The results of this study support the utilization of in-situ orbital infrastructure to provide a back-bone for inertial navigation and emphasize the need for a common reference system. This paper will provide a summary of the NASA Lunar Navigation needs across various elements and the proposed deployment of an integrated navigation architecture to support early mission needs with inherent extensibility towards the future.
1 INTRODUCTION
With the renewed focus and heavy investment in exploration of the lunar surface, specifically near the South Pole, humanity is pushing the bounds of technology to enable missions in a unique environment with a modern set of mission parameters and expectations.  Subsequently, it is the role of navigation engineers and the architectures to ensure the correct balance between infrastructure and per-vehicle capabilities are deployed to ensure successful operations. From a high-level perspective, documentation such as the Moon To Mars Architecture Definition Document [
] lay out the objectives for exploration from a NASA perspective, giving insight into the usage of lunar exploration as a proving ground and percussor for future Mars missions. In parallel, Objective 4 in the White House Office of Science and Technology Policy “National Cislunar Science and Technology Strategy” document specifies the need for a Position, Navigation, and Timing infrastructure on which the vibrant lunar ecosystem among governments, industry, and academia will rely [
]. For understanding the new mission objectives of modern exploration, it is useful to compare the specific objectives to other planetary science missions.

As the starting point of navigation architecture development, the following functional and performance needs were distilled from documentation review and subject matter expert (SME) discussion to identify and develop a high level overview of the exploration objectives and approach. Figure 1 provides a brief description for how these objectives (top line in each color zone) map to navigation needs and elements. Four primary types of elements have been identified. Gateway and space vehicles operating in Near Rectilinear Halo Orbit (NRHO) (purple) have unique requirements in terms of operation in a new type of orbit. While being assessed by current missions [
], Artemis III will demonstrate and validate rendezvous, proximity operations, and docking (RPOD) scenarios in a different gravitational field and local dynamics requiring an evolved approach from those used in Low Earth Orbit (LEO) for missions such as the International Space Station (ISS). Over time, Gateway will evolve to the build-up of a continuous presence around the Moon and the ability to conduct autonomous operations independent of Earth. This capability directly ties to Moon 2 Mars objectives to enable operations without Earth support, providing coverage for missions to Mars where planetary occultations limit Earth-Mars direct communication coverage. 
[image: image1.png]Gateway

HLS, Cargo,
ISRU, LTV,
SH, PR,
Logistics

EVA
PR,
LTV

Science

Artemis Il Artemis IV Artemis V Artemis V+

Demonstrate Autonomy and Operations in NRHO for Moon to Mars Objectives
RPOD in NRHO Maintain Gateway in NRHO Orbit 21 Day Autonomous Operations

Demonstrate Capability and Deploy Assets to Build Out Artemis Base Camp

Demonstrate Precision l Remove Approach Constraints and e e e ey e

Landing Improve Precision
Autonomous Rover (LTV/PR) Cargo Transfer




Figure 1. Primary Objectives of Artemis Campaign from a Navigation Perspective
The next section of elements (blue rows) focus on the long-term build-up of surface elements into a base camp concept enabling sustained operations around a central location. While this approach continues to be studied, the fundamental requirements are maintained. These focus on high precision landing capability at any time, enabling support missions, and mission flexibility. This level of high precision landing directly correlates to the density of placing assets within a central area, which may also be constrained due to surface conditions such as lighting, length of shadow periods, or terrain. Conversely, as more assets are deployed, the landing vehicles will need to be able to fly with increased precision in order to protect high value science areas around the base camp, preserving local resources and pristine conditions. Such development may result in tight surface approach corridors and keep out zones (for any dropped stages, etc). Lastly, as this base is built up and supplies are regularly brought to and from the lunar surface, long-term capabilities involve surface rendezvous and docking for transferring cargo and resources will place a requirement for high accuracy navigation and operation within the base camp area. 
In order to explore the lunar surface, a variety of elements are needed, such as the Extra Vehicular Activity (EVA) suits[
], Lunar Transfer Vehicle (LTV) [
], and the Pressurized Rover (PR) [
] (olive rows). These assets enable surface exploration at increasing distances from the lander vehicle, building up from a local exploration to multi-vehicle sortie operations. Navigation capability will play a large part in reaching areas of interest efficiently, performing mapping, collecting, and surveying operations, as well as safely returning back to the host lander or habitat. This capability for on-surface operations (both for on-foot and vehicular activities) presents a fine balance between time spent navigating and time spent performing other critical mission operations. This can be thought of as an analog to the budget, schedule, and performance trades often prevalent. Investment in improved navigation capability can help to improve mission timelines by reducing time spent performing localization. Similarly, during science operations, this can enable the crew to focus more on science or mission objectives, such as precise identification of sites of interest [
]. In either case, accurate and timely navigation is crucial to maintain safety among human and robotic assets.
Lastly, these exploration elements all work together to meet increasingly complex science objectives (green rows). With the potential for high value volatiles within large permanently shaded regions, mid-term missions will explore into completely dark and extremely cold areas for extended periods, with limited ability to localize by the crew, requiring external aids and infrastructure to guide activities into, out of, and within these regions. Similarly, exploration into lava tubes provides unique science opportunities and potential for protection from cosmic radiations. At the same time, these targets may be at large distances from the central landing or base camp locations, requiring coordinated activities between multiple vehicles to ensure a safe mission.  

These objectives provide insight into the operational scenarios and provide context for what navigation must support. As discussed, all elements of this architecture will rely on the ability to determine one’s location within the lunar sphere of influence to enable increasingly complex mission scenarios. Given the needs, it is important to next assess the operational environment and the unique constraints. 
2 UNIQUE NAVIGATION CHALLENGES AT SOUTH POLE
As described, the proposed missions present a challenging set of needs [
]. These must also be used under a unique set of environment constraints. Multiple conditions limit the ability to localize on the lunar surface. These can vary from the horizon being closer than one would typically expect due to the much-smaller planetary radius when compared to Earth. This impacts the ability of the crew to visually estimate the distance to items, and when matched with the larger heights of some surface elements, can introduce uncertainty in perspective. Similarly, the limited number of disparate surface features, such as similar looking craters, and near single-colorization of the surface also limits the ability to differentiate areas. Another operational aspect is the desire to identify specific craters. From an orbital perspective, these appear very clear with respect to the surrounding area. But due to the processes involved in impact crater physics, these appear to someone on the surface more as a hill around the edge of the craters and are difficult to differentiate from a rolling hill on the surface. This caused noticeable trouble in Apollo 14 and the search for Cone Crater [
], where the astronauts were unable to correctly identify the site of interest, though coming within 20 meters as seen in the LRO imagery [
]. These large surface features can appear to come “out of nowhere” as you walk over a rise and the large dip into the body crater on the other side becomes visible.
While these conditions are regular across the lunar features, another unique aspect is the lighting environment of the lunar South Pole region. In the locations targeted for exploration, the Sun typically stays below 10 degrees from the horizon providing a low angle of repose in the sky. In addition to the low angle, the lack of atmosphere means that this light is not diffused as one would expect on Earth. As such, the light is direct and very bright, causing difficulty when operating or traversing in the direction of the Sun. Similarly, this low angle in the sky causes long shadows, which, combined with the near horizon, further complicate the ability to gain a mental picture of distances and detect obstacles on the lunar surface. While part of this can be mitigated with sun shades when operating facing the Sun, the large differences between light and dark will require time for the human eye to adjust. For example, when standing in a small shadow, the light from the surrounding surface will be so bright that seeing your feet in front of you (even if lit by the suit) will be outside the dynamic range of the eye.  Operational examples of this are noted in the Apollo 12 logs [
]. During this mission, astronauts experienced a low sun angle and frequently commented on the glares and brightness. 
3 Comparison of Artemis Requirements to Other Planetary Missions

From a navigation sense, the Artemis mission scenarios and objectives greatly diverge from prior lunar missions. These missions are set up, in general, to execute more rapidly across larger areas. This is due in part to the need to rapidly arrive at and explore Permanently Shadowed Regions near the landing sites [
]. Additionally, in comparison to planetary science missions on Mars, Artemis surface missions operate on a much more constrained timeline of days of human operations vs months of robotic operations. For example, Artemis vehicular missions are expected to traverse upwards of 10 km compared to a few hundred meters per day for Mars rovers. It should be noted that for mobile assets such as LTV, plans include extended telerobotic operations to transfer the vehicle between landing locations, pre-survey landing areas prior to crew arrival, perform dedicated robotic surveys, and perform cargo logistics to prepare for crew. In this sense, the LTV must operate both as a human transport vehicle and a fully robotic and autonomously operated platform. 
Figure 3 provides an overview of the key differences between other central body science missions (highlighting here VIPER and Mars Rovers), the Apollo program, and the Artemis campaign objectives. These requirements and constraints define the bounding performance of the navigation system and drive the architecture development process. The first key constraint is the direct line of sight to Earth and to the Sun. Many areas of high scientific interest are in areas where there is not regular full-time coverage between the landing site and Earth ground communication assets. This immediately feeds into the need for relay elements to support high bandwidth data transfers between lunar surface elements and Earth-based Mission Control Centers (MCC’s). Even prior development within the Constellation program established the need for a mix of surface and lunar orbital assets [
]. Per this design, the Artemis program will intentionally go into areas with limited line of sight to Earth, requiring a strong presence of onboard autonomous and in-situ capabilities. The same can be said for the lighting environment. Due to the low sun angles described earlier in the paper and future extended operations into shadowed regions, vehicles and crew must be able to determine and track their location without many of the heritage approaches that rely on visual assessment of the local terrain. 
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Figure 3. Comparison of Artemis Needs vs. Other Planetary Missions (Detailed View)
Another key difference is in the distance traveled per day and the speeds required to reach science sites within limited crew operations periods. Planetary rover missions tend to operate at a very slow and careful pace, sending incremental waypoints with a large amount of planning based around the previously observed local environment. Recent improvements in site awareness through the use of assets like the Ingenuity Mars helicopter [
] and onboard hazard detection for Mars Science Laboratory [
]  have improved the operational cadence of these missions and could be the baseline for lunar operations, but they still operate at a much slower pace than Apollo missions or than expected for Artemis. These would need to be further improved due to the size and speed at which the Artemis vehicles will travel and the terrain composition of the Moon. For example, during Apollo the longest walking traverse was <1 km and the longest driving traverse in a day was ~6 km [
]. For Artemis, the suits are being designed to be able to operate 2 km from a host vehicle with traverse of 6-8 hours with vehicular assisted traverse operating as far as 10-20 km from the primary habitat. These constraints all push a high level of timeliness and accuracy on the navigation requirements. This is further driven by the need for high-rate hazard detection and avoidance that can operate as a vehicle is moving at higher speeds. Together these aspects represent a mission operating in a complex and new environment requiring both robust and precise solutions to enable a safely executed high return and rate of exploration. 
4 NEED FOR INTEGRATED APPROACH
The previous sections discussed the high-level technical objectives and operational constraints. The impacts of focusing on service providers for each hardware element, means the overall Artemis system is exceptionally suited towards integrated approaches that can be applied cross-vehicles. With the services approach [
], NASA technically does not own the hardware or the designs of the individual elements. While the intention of this approach is to stimulate and build new commercial markets where NASA is one customer of many, it is also in NASA’s interest to avoid duplicate development and redundant deployment of common architecture components that are cross-cutting. This is especially true for fundamental infrastructure. Since multiple elements will be operating simultaneously, fundamental components of navigation, such as reference frames and geodetic systems for ensuring navigation data consistently aligns to the same location, time transfer for conversion between element’s onboard times, and controlled common cartographic products need to be agreed upon and developed at an enterprise system level. This leads to a challenging balance between requirements for element-provided onboard capability versus unified systemic capability provided by the enterprise. 

Common approaches and solutions provide opportunities for new services and associated providers. A relevant navigation-focused example of this is the Global Positioning Systems. Originally defined and funded by the United States Government [
] for the orbital infrastructure, commercial industry was heavily engaged in the development of early user terminals [
] and have continued to evolve into a large commercial market for Global Navigation Satellite System (GNSS) receivers across a range of platforms from embedded robotics to autonomous cars to spacecraft at and above geosynchronous orbit. By providing common infrastructure solutions, it is envisioned to stimulate a build-up of similar capabilities within the market that can be applied to and operate as part of a vast array of surface and orbiting assets working together to enable lunar science, safe exploration, and a robust ecosystem. By funding initial development and contracting of support services and user equipment while leaving ownership of the hardware with vendors, this approach allows for a larger industry base and potential for broad applications and the build-out of new markets, similar to how GNSS receivers have evolved with capabilities greatly enhancing and improving baseline capabilities.
5 ARCHITECTURE DEVELOPMENT APPROACH
To develop an integrated architecture, it is important to gain strategic buy-in and insight across all of the elements of the Artemis enterprise. A cross-element and cross-directorate trade study team was formed to provide a comprehensive and diverse set of perspectives on navigation needs and concepts of operation. This trade team was formed as a precursor to a longer-standing Orbital-Surface Lunar Architecture for PNT Forum within the Integrated Communication And Navigation Working Group, led within the Artemis Campaign Development Division (soon to be integrated into the Moon 2 Mars Program office). The trade was co-led by the authors, providing perspectives on needs, potential capabilities, feasibility, and analyses from the human exploration and space operations directorates. The full team that enabled the success of the study is shown below in Figure 4. Membership consisted of experts from the primary elements, of those existing (such as the Space Launch System and Orion Vehicle) to those in development (xEVAS, LTV) and those in future planning (such as PR, and support from the lunar architecture and Moon 2 Mars architecture teams), human flight operations directorate, and safety. 
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Figure 4. O-SLAP Team

These primary contacts helped to identify use cases, requirements, operational constraints, technology solutions, and integration challenges. The trade study reported out to key stakeholders within the Artemis Campaign Development Division and Space Communications and Navigation Office. The resulting recommendations were vetted through multiple program control boards and resulted in validation of navigation-focused requirements across Artemis. 

The goals of this study were to validate the navigation needs across the Artemis elements. The specific activities of this study were to: identify requirements and any gaps, document use cases and needs, and identify options for the integrated navigation methods. The approach and primary products are laid out in Figure 5 below. As can be seen on the left, the process was cyclic, starting with an initial requirements deep-dive, tying these to concepts of operations and use cases, and then identifying gaps remaining as the solutions were refined. These requirements and needs were then mapped to the individual Artemis missions to ascertain phasing for opportunities and needs. 

In parallel to this requirements development effort, the team also identified a series of navigation options and technologies, providing a historical perspective as well as potential directions for future missions. These were captured in terms of performance (accuracy as well as type of solution, i.e. relative or absolute), operational constraints, and integration requirements (such as size, weight, and power). This data was captured at a high level to understand their applicability to the identified needs and requirements, and technical maturity as a first cut to guide further refinement and selection. 

6 BALANCE OF USER NEEDS AND TECHNOLOGY
The first step in the study was to capture the primary use cases and requirements that are key drivers for the navigation architecture development. Each team member provided reference documentation for requirements and concept of operations, both at the architecture and individual element levels. This information was distilled into the data provided in Figure 6. These results show the wide variety of use cases and operational conditions, from orbital users in a defined orbit, to those transferring between orbits and landing, to supporting an array of surface scenarios. Where requirements were defined and vehicles are in a more mature state, such as for Gateway and HLS, with initial task orders awarded the requirements could be mapped from architecture requirements down to specific element requirements. Where these requirements did not adequately flow, the team recommended updates to ensure correct allocation and linkages between. 
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Figure 5. Architecture Development Approach
Given the maturity of these systems, the primary gap to be addressed was the broad set of surface use cases. These use cases range from contingency return for early missions to high precision long-term science and technology requirements for volatile localization and recovery. These high priority cases are identified with yellow highlights in the table and served to focus the trade study effort. Another aspect of this study was to understand the phasing across the Artemis campaigns. At a high level, each successive Artemis mission is intended to bring one large new element or capability into the exploration architecture. For example, this may include enhanced landing capabilities, the LTV, PR, and eventual build-up of a central base camp.
Given this data on requirements, con-ops, needs, and technologies, the team compared the identified technologies that could support these mission scenarios and applied qualitative scores to the various use cases that could be suitable to rank and provide insight to highly valued solutions. An example ranking worksheet is captured in Figure 7 below, that shows the types of data collected and how the solutions were traded against the various needs and metrics. The ranking was performed by the study leads with inputs from the technology subject matter experts as part of the review process. 

As seen in the example figure, not all technologies could meet all needs. This provided additional insight for the need to combine multiple sensors to provide the full capability with operational resiliency. As such, the final solution would involve an integrated user terminal that appropriately fused data from multiple sources. To quantifiably identify these key sources, the authors developed a ranking scheme based on techniques in Multi-Attribute Decision Making [
]. This scoring scheme captured a representationof how well each technology tied to each use case, and then allowed for weighting across use cases and elements to generate a numerical score for each Mission Scenario. Each use case was linked to the phasing identified in the con-ops discussed above. Further weighting is possible between early vs long-term missions to capture the need to invest early in long-term solutions and the risk posture of each mission. In addition to mission-focused rankings, individual technologies were scored against technical metrics such as operational constraints, performance, range, and programmatic inputs (such as cross-element integration and cost).
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Figure 6. Overview of Artemis Use Cases that Drive Navigation Needs
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Figure 7. Representative Applicability of Navigation Approach to Mission Con-ops for HLS (Gray = does not support, Red = could support but technically challenging, Yellow = can provide part of solution, Green = can meet need).
Based on the initial results, the study team further divided the program into two sub-sets. One focusing on the early architecture, the more near-term solutions that could be quickly deployed and met needs, primarily in terms of relative knowledge (i.e. relative location to the start of a traverse or lander), and the other focused on sustained architecture where absolute knowledge (i.e. location on the surface or in inertial space) becomes more important as traverse distances, increased number of assets, and increased teleoperations are included in the architecture. The solutions considered for relative navigation are given in Table 1.
The team identified additional techniques that could support missions by  providing an absolute solution, either to a map, surface features, or 3D position. These additional options are listed in Table 2 and provide opportunities for meeting long-term needs and capabilities, such as surface mapping, that may help inform longer term exploration. 
Table 1. Relative Navigation Solutions Considered

	Navigation Solution
	Description

	Dead Reckoning (counting steps)
	Counting steps and direction to track relative position from starting point

	Odometry/Pedometry + IMU
	Tracking number of steps via measurement device and tracking inertial acceleration and angular rate

	(Visual/)Odometry + IMU + Star Tracker
	Same as above with application of visual odometry to provide velocity corrections

	LIDAR + IMU
	Generation of and localization to a map built over course of explorations (or tied to previous mapping)

	Local Radio “Beacon(s)”
	Use of radio references to provide direction information or trilateration 

	Fiducial / Optical Marker
	Deployment of known patterns or markers that can be processed in imagery to calculate relative pose

	Breadcrumbs/Flags
	Dropping markers or using flags to mark path of traverse

	Structured Rope
	Use of knotted rope or similar mechanism to track distance from starting location


Table 2 Additional Navigation Solutions Considered

	Navigation Solution
	Description

	Terrestrial GNSS (GPS) 
	Use of Earth-based navigation satellites in lunar orbit

	Earth-based Tracking
	2-way and Doppler tracking from Earth ground stations

	3 Orbital Relays in View
	Partial constellation of Lunar Navigation Satellites

	4+ Orbital Relays in View
	Full constellation of Lunar Navigation Satellites

	Cameras + Topological Map
	Using observations of local terrain and surface features to determine location

	Camera + Satellite(s) Overhead
	Determination location by observing satellites with known ephemeris

	Eyes + Map (Surveying)
	Use of orienteering skills and mapping products to deduce physical location

	3GPP(Cell)/Surface Infrastructure
	Deploy navigation reference RF signals to surface elements


7 EARLY MISSIONS
For early Artemis missions, the team focused on solutions that could be quickly deployed and provide an initial capability to meet short term needs, primarily in terms of safe traverse and ensuring a broad operational footprint on the lunar surface. In contrast to providing navigation augmentation, other operational constraints can be used to ensure a safe return. Specific constraints considered include line of sight to lander, adequate lighting, or surface features that may impede travel. Given these, the navigation solution is primarily seen as a way to ensure a broad operational area and limit the need for such constraints, enabling flexibility in surface traverse planning. 
To inform the trade study and provide context for the potential solutions, Figure 9 provides an overview of the integrated early Artemis 3 mission in terms of navigation requirements flow. This flow shows the breakdown of accuracy needed across each phase of the lunar missions, starting in NRHO and proceeding down to describe the surface constraints (represented here as the radial distance from HLS constraint). The TBD’s on the chart are future work items in development to refine the need and capability to post-process the traverse to reconstruct a specific sample site as well as integrated operations approach for transferring into and out of Low Lunar Orbit, which is heavily influenced by the HLS vendor’s unique design. 
A summary of the final solutions considered and their rankings can be seen in terms of the key metrics, with a focused view on Artemis III, prior to availability of a lunar inertial navigation system. Similar to the technology rankings, these were scored qualitatively based on inputs from the subject matter experts. The metrics here are focused on the ability of the technologies to meet the specific requirements of this scenario. Each of these metrics were individually weighted based on management inputs to help gauge the most fruitful areas of investment and deployment. The team assessed multiple weighting options, yet the ranking stayed fairly consistent. The scores for the near-term mission are given in Figure 10. 
The rankings at the right are against the max possible score based on the weighting as opposed to the top-ranking solution. This highlights the need for multiple solutions and that no one technology can meet the needs across the architecture. The highest performing technologies here focused on deployment of step counters and IMU’s, applying advances in Pedestrian Dead Reckoning to augment Dead Reckoning approaches, such as orienteering via local surface features, to provide a robust capability for surface navigation. This aiding of historical approaches is seen by the trade study team to be necessary to build robustness into the architecture to potential environmental constraints. Also under strong consideration are the usage of fiducials, or optical markers, that can be used with suit-mounted cameras to provide high detail reference location data for post-processing and traverse reconstruction. Other solutions may offer greater performance but bring significant integration challenges to near term missions.  
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Figure 9. Artemis III Requirements Overview
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Figure 10. Scoring and Ranking for Near-term Needs
8 EVOLVING CAPABILITY
As the initial architecture focused on early mission objectives, the next step of the architecture development was to capture how new capabilities and approaches can improve performance. As the mission needs evolve, there is a greater need to provide a better capability over a larger area. For this selection, the trade study evaluated the technologies that could provide an absolute localization (whether to an inertial frame or a global digital elevation map). A similar ranking process was used as for the prior section. The primary difference is the inclusion of capturing the applicability for each Artemis mission, thereby identifying where technologies can evolve to meet the long term needs. The final ranking is given in Figure 11. 
As seen in the results, the highest performing solutions are those that utilize a common set of references, whether they be surface or orbital references. These results mirror the prior study results during Constellation [12]. The key benefit of these approaches is the large range and number of users that can be supported by the network. This mirrors the implementation of navigation services on Earth via Global Navigation Satellite Systems and infrastructure such as LORAN-C. The main drawback of this approach is the large investment required for deploying these assets. The other solutions identified had other drawbacks in terms of limited coverage area, operational constraints, or large size, weight, and power impacts to the user. 

These results help to validate and provide further support for the development of lunar navigation constellations and services. Figure 12 below shows the differences and the intended growth in capabilities and relaxation of constraints for the evolved navigation architecture. For these scenarios, elements will need to operate in areas with limited views of Earth, into shadows, and farther from a base station on the surface. 
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Figure 11. Options for Long-term Architecture
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Figure 12. Representative Artemis V Scenario
9 OVERALL PERSPECTIVE
As part of the architecture development, a variety of key needs and requirements were captured across the various elements. These cover a range of operational scenarios that can be discussed and arranged in terms of accuracy and coverage area. In order to first get to the surface, architecture elements need to provide a coarse level of localization capability to aid in orbital phasing, for example. This information also needs to be defined relative to an inertial frame. As the vehicles begin final approach and landing, slightly increased accuracy is needed to achieve high precision landing. As the Artemis missions continue, this number directly correlates with the ability to place assets within a local area, forming a base camp region. Once on the surface, providing capability to meet initial science objectives requires further increases in precision. These solutions can also begin to support relative observations, such as location relative to a host or reference vehicle, which is then tracked to an absolute frame. Tying multiple elements to common frames can help  ensure all data and observations can be traced back to a global frame, enabling comparison and integration with external science observations. Similarly, as the use cases approach the surface, the area of coverage also decreases, which can impact any user’s onboard solutions, such as need for high fidelity or locally observed maps in the appropriate frame. 
In terms of the system concept of operations and requirements, the needs are fairly well understood and have adequate design coverage through the solutions outlined in the previous two sections. Associated solutions are either in work and/or being implemented by service providers to meet system requirements. As the navigation architecture evolves to meet future needs, forward work is identified to capture the best approach. A sample of these scenarios are: high precision geological grid sampling, in-situ resource utilization, and autonomous surface rendezvous and docking. These systems are much more sensitive to near-field localization rather than requiring that capability in a global sense, yet rely on the inertial solution for initial localization. For geological grid sampling, the importance is on local variation as it is more important to quantity one sample with respect to another nearby, and less fidelity may be acceptable for locating the sampling area within the global lunar surface. For surface rendezvous, proximity operations, and docking, very high precision will be needed, but only in a relative sense at very short distances. This will be needed for coordinated activities such as construction or manufacturing or powering assets.
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Figure 13. Comparison of Navigation Needs
To address these needs, a different set of technologies are needed. As part of the architecture development process, the team identified several options that together could meet these. Final selections and deployment will depend highly on the exact science or exploration objectives. For example, if the intent is to anchor a surface sensor with very high accuracy, retroreflectors could be used to survey its position from orbital assets (or Earth, if the reflector is large enough). Similarly, when performing near-field operations, visual fiducials (or optical patterns) matched with image processing algorithms can provide a very high-fidelity relative Position Orientation State Estimate (pose) at high rate between nearby objects. 

Lastly the team also considered technologies in development that could be integrated into the architecture. This falls into the areas of LIDAR-based or stereo imagery techniques such as Simultaneous Location and Mapping (SLAM) [
] that can map out a local space to high precision and then localize within that map. These types of capabilities are being considered and deployed on future robotic platforms [
] and have extensive application in terrestrial surface navigation. Developments are also underway to support a crew-mounted solution that can enable map-building and localization in shadowed areas [
]. Current limitations in terms of power and computational requirements are the primary limiters for near-term integration, but this was identified as a high value area of continued research and investment for long-term evolution. 

Due to the high variability in requirements and operating environments, it is evident that no one solution can meet all the users’ needs. An intelligent mix of augmenting capabilities will be needed to address specific scenarios. In high lunar orbits, for example, it is expected that Earth-based navigation references, such as Earth GNSS or transmitted reference navigation signals can provide a broad capability for a coarser level of accuracy. As the vehicle operates closer to the lunar surface, local infrastructure provides a much-improved capability, enabling a faster, more accurate luni-centric solution. The balance between these navigation options is shown in Figure 14. This diagram identifies how solutions are used across the architecture per user, from broad coverage in deep space on the left, to high precision localized coverage on the right. 
Part of navigation architecting, as mentioned previously, is to ensure an integrated solution. This does not only mean having an interoperable set of sensors, but also having the systems operate consistently, and enable data transfer and integration pre- and post-flight. A key aspect of this is the usage of common reference system components across all elements to ensure a common language for identification, dissemination, and transfer of navigation information. This is mandatory to ensure consistency among assets across the entire mission development process, from mission planning to site selection of final targeting and landing to traverse reconstruction. Together, this broad set of solutions operating within a common reference frame, geodetic models, and time system can meet current and future user requirements for safe and reliable navigation.
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Figure 14. Overview of the Integration Navigation Architecture
10 IMPLEMENTATION AND CHALLENGES
As laid out in the previous sections, the architecture team identified the key approaches that can be used to meet both immediate and near-term objectives through the integration of internal sensors and orbital infrastructure. This design work and architecting serve primarily to validate the achievability of the high-level system objectives. Given these solutions, the program must then balance between government furnished equipment and contractor designs. As such, the focus has now shifted to the development of requirements to levy on service provider elements. These requirements are not intended to specify the approach, but instead allow room for innovation and design on the vendor side. This must be balanced across the need to provide common infrastructure and smart investments to enable missions. 

A clear example of this is the NASA decision to move forward on the procurement of services from communication relays with navigation capabilities. This network is required to be consistent with international standards and development, under the framework called LunaNet [
], to provide and build out a standard set of services that can be used across a broad range of users. This investment by NASA as a primary customer is intended to help jumpstart the industry with capability to enable future non-government missions and further sustained operations. The architecting effort also prompted a concept study for a full global navigation constellation, including the ability to monitor the PNT services in-situ at the Moon. The other half of this process is to ensure that service providers are in communication with each other, specifically as NASA begins to fund Service Providers who support other Service Providers. This approach is currently being worked through individual system requirement documentation on procurements to find the right balance between taking advantage of deployed capabilities and internal development. This points back to NASA putting the pieces in place to both supports its own missions and to help support a broader exploration industry and lunar ecosystem.

Another challenging aspect of the architecture implementation is the phasing of capabilities to align with budget and schedule realities. As such, an evolving approach to navigation helps to both incrementally demonstrate and incrementally improve performance, ensure an operational back-up solution, and provide opportunity to reasonably allocate investments. Hardware elements are continually injected into the architecture, first as test objectives to demonstrate in-situ capability prior to being relied upon for primary operational support. Similarly, over time, these capabilities continue to build on one another, allowing for a robust solution set. For example, early deployment of navigation aids may be government furnished and/or handheld systems that serve as in-situ proof of concepts. As proven over time, these capabilities can continue to be more tightly integrated into the operational elements, as the services continue to evolve. As the bottom of the graphics indicates, the passage over time is to an increasingly integrated, increasingly robust navigation solution. 

11 FORWARD WORK
This architecture definition is the first step in the deployment of navigation capability to the lunar environment for the Artemis campaigns. While the overall approach has been described, the details of implementation and integration are continually being worked across multiple service providers and NASA programs. As mentioned, a large focus over the coming months will be to ensure requirements flow-down and interoperability among elements. This includes topics such as reference frames, common time references and distributions, and navigation data exchange (i..e how does navigation data of each element pass across the network and how does this information get integrated at the central Mission Control Center.  Additionally, with the deployment and investment in cross-cutting navigation and communication services, a large focus will be on facilitating conversations between individual service providers to ensure compatibility and operation in-situ. Similarly, the program has a strong interest in pursuing multiple options for development of common user equipment for integration navigation support.
In parallel with supporting development and deployment of an evolvable and growing capability between an increasing number of assets, a large amount of near-term work is focused on understanding the baseline capabilities in the relevant environment. As mentioned at the beginning of this paper, the lighting environment is very challenging. Improved understanding of this environment through a mix of Virtual Reality simulation, field testing [
], and synthetic image generation will help to anchor the expected conditions and allow for extensive testing and assessment ahead of flight. Via these processes, better understanding of the baseline navigation approach for early missions, orienteering, will be assessed in terms of meeting science and safety objectives. As this analysis moves forward, work is also proceeding on the development of navigation aids that utilize high maturity sensors and solutions to provide a coarse precision solution to provide augmented capability. 
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