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In recent years, there has been an increase in the application of machine learning (ML) for automated data analysis in nondestructive evaluation (NDE). Within the nuclear power industry, there is a growing interest in leveraging ML algorithms to automate the analysis of NDE data, specifically focusing on defect detection and sizing within welds. There is a need to assess the capabilities of the ML algorithms for flaw detection. The study presented in this paper evaluated the performance of an autoencoder model for flaw detection. The focus of the evaluation was two-fold: the use of autoencoder based anomaly detection techniques for flaw detection, and an assessment of various factors that may influence the flaw detection performance of this technique. The evaluation was conducted using ultrasonic B-scan data obtained from four specimens containing artificial defects (saw cuts and thermal fatigue cracks). The B-scan images were categorized into two classes: normal, representing non-flaw areas, and abnormal, representing areas with flaws or other indications. Prior to applying the B-scan data into the autoencoder model, a series of preprocessing steps, including cropping, normalization, and gain adjustment, were applied. The autoencoder model was then trained to recognize non-flaw data, and the trained model subsequently tested using data from various specimens to detect anomalies indicative of flaws. Multiple training and test data combinations were analyzed to assess the performance of the autoencoder model and investigate the impact of various factors on anomaly detection performance, including data augmentation techniques to expand the training dataset. Data augmentation focused on generation of synthetic B-scan data  by shifting the position, size, and amplitude by small amounts in each B-scan, thus enabling the exploration of how data augmentation and dataset size influence model performance. The impact of improper data labeling was also assessed. The results of this study provide insights into the capabilities and effectiveness of machine learning when applied to NDE data, and help identify best practices and qualification requirements for machine learning for automating ultrasonic NDE data analysis. 
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