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Introduction. The provision of medicines information (MI) services often requires interpretation and clinical judgment of complex scenarios by experienced pharmacists. To date, few studies have assessed the performance of artificial intelligence (AI) chatbots to assist pharmacists providing MI advice (Morath et al, 2023).
Aims. To evaluate the performance and risk associated with two readily accessible AI chatbots (Microsoft Copilot and Google Gemini) to answer medicines-related questions.
Methods. A sample of 20 questions from 4 categories (pregnancy and breastfeeding, pharmaceutical, dosage and administration, drug interaction and adverse drug reaction) answered by the Christchurch MI service (NZ) in November 2023 were entered in the chatbot applications during January 2024.  All questions were preceded with the prompt “I’m a pharmacist”. Chatbot answers were evaluated by comparing with the reference answer given by the Christchurch MI service using a consensus process involving two MI pharmacists and one clinical pharmacologist in the domains of content (correct, incomplete, false), patient management (possible, insufficient, not possible), risk of patient harm (no risk, low risk, high risk) and whether the chatbot answer prompted review of the reference answer.
Results. Only 6/40 (n=2 for Gemini, n=4 for Copilot) answers provided by the chatbots were considered correct and with adequate information to commence patient management with no risk of harm. Most were incomplete (70%, 28/40) regarding content but deemed to be low risk (85%, 34/40) of causing patient harm. There were no answers considered to be high risk of causing patient harm. 30% of answers (12/40) resulted in a prompt to review the reference answer. 
Discussion. Our study results show that the selected chatbots provided answers that were typically suboptimal, albeit a significant minority prompted further review of the MI service answer, which potentially may have improved the answers. Further investigation of MI questions is required to determine differences in inter-category performance of the chatbots.
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