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Abstract

LUCID is an experimental animated short film that explores
the interplay of dance, music, and artificial intelligence (AI).
Our objective was to examine the role and impact of style
transfer technologies and other AI animation tools and the po-
tential of creative human-AI collaboration in animation film-
making. We investigated how these technologies change artis-
tic processes, open new creative possibilities, and redefine the
relationship between artists and their tools. A particular fo-
cus was placed on the creative Human-AI collaboration and on
the interaction of technological innovation and artistic expres-
sion to gain a comprehensive understanding of the current and
potential impact of AI-based style transfer and AI-generated
images in the art world. Using the film LUCID as an example,
we show how the creative collaboration process between artists
and AI tools may become a central theme of the animated film.
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Introduction
In the realm of digital art, Artificial Intelligence (AI) plays a
transformative role, introducing various innovative methods
to the art-making process. A central aspect of this transfor-
mation is the concept of generative image synthesis. Here, AI
algorithms are utilized to create unique visual content, push-
ing beyond the traditional boundaries of art creation. Along-
side this, style transfer emerges as another key method. Style
Transfer is a technique in machine learning using deep neural
networks that manipulates digital images or videos to adopt
the appearance or visual style of another image [3, 4]. Ruder,
Dosovitskiy, and Brox [12] extended this computer vision
technique to video. Style transfer for videos applies the same
principle as image style transfer but includes an additional
consideration for the temporal consistency between frames.

This article introduces the animated short film LUCID
as an example of how an artistic-creative design process
between various artists and deep learning algorithms can
emerge. In this case, it is a collaboration between animation
artists, two dance performers, and a sound designer. LUCID
goes beyond using AI tools to transfer a specific visual style

to moving images and follows a formal and self-reflexive ap-
proach [13, 16, 15], where the human-AI dialog becomes the
central concept. The narrative and thematic concern is deter-
mined by expanding the aesthetic and technical parameters of
style transfer, and its own construction is revealed for critical
discourse.

The starting point of the dialogue was a first sound de-
sign draft that was interpreted by the dances. The recorded
dance performance was the input for the artistic experimen-
tation with AI tools. And vice versa, the video footage, the
utilized prompts, and the output followed back into further
sound design processing.

Over time, the film’s construction and the creative dialogue
between the artists become visible. Towards the end, the film
shimmers along the boundary between the style-frame-output
and the underlying life recording. The end credits show the
prompt and the tools used.

Related Work
Style Transfer and AI-driven Image Generation
The intersection of AI and visual arts has undergone a sig-
nificant transformation over recent decades, most notably in
the realms of AI-driven image generation and style transfer.
Initially considered as separate technological achievements,
these two domains have evolved into a synergistic tool in the
world of digital art. The roots of AI-driven image generation
trace back to early experiments in computer graphics and al-
gorithmic art in the 1960s [2]. However, a pivotal moment in
this domain was marked by the advent of Convolutional Neu-
ral Networks (CNNs) [5] and especially the introduction of
Generative Adversarial Networks (GANs) in 2014 [6]. These
developments enabled the generation of complex visual con-
tent from scratch or based on textual descriptions [8]. In par-
allel, style transfer, facilitating the application of one image’s
style to another, has its origins in the advancements in com-
puter vision and deep learning since 2015 [1]. Applications
like Prisma1, introduced in 2016, popularized this technol-
ogy by allowing users to transform their own images into
renowned artistic styles. The amalgamation of AI-driven im-
age generation and style transfer opens a new spectrum of cre-
ative possibilities. These range from creating unique images
through AI and subsequent stylization to hybrid creations that

1https://prisma-ai.com/



influence both content and style through AI. Advanced AI
models integrating both techniques offer the ability to seam-
lessly and with a single input manipulate an image’s content
and style. The ongoing development and integration of AI-
driven image generation and style transfer are turning points
in digital art. These technologies not only expand the toolkit
of artists and designers but also redefine the role of AI as
a collaborative partner in the creative process [17]. The fu-
ture of this synergy promises to continue blurring the bound-
aries between technology and artistic creativity, enabling new
forms of aesthetic expression.

Current artistic positions

Since the introduction of DALL-E2 in January 2021 and
other user-friendly image generation tools, the field of AI-
generated art has seen significant advancements and growing
public interest. A short time later, the first animated films
were made using this technique, attracting the audience’s and
the jury’s attention at media art and animation festivals. The
following presents a current selection of award-winning ani-
mation works demonstrating experimental approaches. At the
beginning of 2022, the AI film The Crow (2022) [9] by Glenn
Marshall won the Cannes Short Film Festival, and Hysteresis
(2022) [14] by Robert Seidel was awarded a Special Men-
tion at ITFS Stuttgart. In The Crow, digital artist Marshall
used style transfer and other AI tools to transform a dancer
into a crow.3 Marshall gives an insight into his current ap-
proach in the follow-up project Expanded Animation Trailer
[10], where he merges a dance performance and a particle
system.

Hysteresis [14], the first AI film of Berlin-based artist
Robert Seidel, goes a step further regarding creative human-
AI collaboration. The film merges Seidel’s artwork with a
dance performance. Seidel edited the recorded video of the
performance using AI tools; the output was then projected
onto the dancer’s body, and in a final step, these recordings
were again processed by machine-learning tools. Based on
the two animated short films Dissolution (2023) and Cunab-
ula (2023), Sujin Kim illustrates how artists can use style
transfer effectively to support a particular artistic concept [7].
Despite the artistic achievements of the AI tools, Kim points
out some challenges regarding achieving a distinctive out-
put. Extensive parameter adjustments are necessary to create
a desired visual style due to the high unpredictability of the
production. However, unpredictable results can stimulate the
process if you embark on an experiment with an open out-
come [17].

Even though AI tools have improved significantly in re-
cent months, the introduced case studies point to an experi-
mental human-AI collaboration. The artists embark on a joint
search, a creative dialogue characterized by random and un-
predictable outputs.

2https://openai.com/dall-e-3
3Marshall used parts of the dance performance Painted, written

and directed by Duncan McDowall, produced by Sach Baylin-Stern
https://nsi-canada.ca/film/painted/

LUCID
The experimental animated short film LUCID [11] is an inno-
vative dialogue between artistic expression and the advanced
application of AI. Developed in 2023, a year in which count-
less AI tools have emerged, the film stood under the impact of
integrating AI tools such as Kaiber.ai4, Runway Gen25, Mid-
journey6 and Stable Diffusion XL7. These technologies made
it possible to set new limits in the quality and efficiency of im-
age generation and thus both simplify and refine the process
of artistic creation.

With LUCID, we explored the relationship between impro-
vised dance and a carefully curated musical composition. The
starting point was a dance choreography inspired and guided
by a composition. The performance was recorded as a one-
shot using a handheld camera. The image composition was
closely aligned with the music, enabling a synergetic integra-
tion of the life action shot and AI-generated images (see Fig.
2).

The video material was processed using Automatic11118,
a user-friendly interface for Stable Diffusion that generates
images from textual descriptions. This interface simplifies
the creation process with a graphical user interface. The
initial step involved converting the video into an image se-
quence, from which keyframes were extracted. The img2img
method with ControlNet was employed to process each of
these keyframes. ControlNet9 is a technique in Stable Dif-
fusion that enables specific areas of a source image to be tar-
geted and modified based on textual descriptions. This ap-
proach allows for the alteration of individual aspects of the
image without requiring a complete redesign of the entire
picture. The resulting images, including original elements
and modifications prescribed by ControlNet, were defined as
new keyframes for further processing with EBSynth10. EB-
Synth utilizes these keyframes to transfer the edited style to
other images or videos. The stylistic differences between
the original and the edited keyframe are analyzed, and these
changes are applied to the target material to achieve a con-
sistent style. For a more comprehensive understanding of the
process, kindly refer to the corresponding figure in the doc-
umentation (see Fig. 3). The visual style evolves from an
initially abstract form to a more precise visualization of the
dancer, symbolizing the evolution of the relationship between
the artists and the AI tools. Thus, the film not only illustrates
the creative use of AI in art but also serves as a reflection on
the role of technology in artistic practice.

Creative process
The film was created through a collaborative and multidisci-
plinary process, involving dynamic interaction and interpre-
tation between artists and AI. The project began with a sound

4https://kaiber.ai/
5https://research.runwayml.com/gen2
6https://www.imagine.art/
7https://stability.ai/
8https://github.com/AUTOMATIC1111/

stable-diffusion-webui
9https://github.com/lllyasviel/ControlNet

10https://ebsynth.com/



Figure 1: Images from the dance performance video and final stills of LUCID [11].

designer’s musical composition, which shaped the mood and
choreographic direction of the film. The music acted as inspi-
ration and a structural element for subsequent creative steps.
The choreography, performed by two dancers, was captured
on camera, with the music driving the interpretation of move-
ment. This served as the basis for the visual component of the
film. The next phase involved a dialogue with AI, which an-
alyzed the music and video footage and extracted keywords
and themes. This influenced the visual aesthetics and themes
of the film. Based on the keywords, a prompt was created
to guide the AI in generating images. The AI-generated im-
ages and sketches were then shared with the sound designer
and digital artist, influencing the composition of the film and
soundtrack. The animator and sound designer integrated the
AI-generated text for a deeper integration of music and visual
art. This process demonstrates how the fusion of human cre-
ativity and technological innovation can result in a synergistic
artistic expression that utilizes AI technology’s possibilities
while honoring individual artists’ contributions.

Discussion and Conclusion
Interviews with artists
After the completion of the movie, we interviewed the in-
volved artists. In the following, we summarize the discussion
on the main key issues.

The animator, the project’s initiator, and the only one work-
ing with AI acted as a link between the dancers and the sound
designer. It was essential for the animator that the sound

designer and dancers engage in an open-ended experiment.
Since sound and visuals were closely intertwined and coordi-
nated with each other, the sound designer also gained a deeper
insight into working with AI. Like the animator, the sound
designer had to work with the generated images, incorporat-
ing her interpretation of these visuals into the sound design.
The project presented some challenges due to the vast array
of possibilities offered by AI tools, which made it difficult
to determine the outcome and direction. Additionally, new
techniques were frequently introduced, and the rapid devel-
opment over six months occasionally caused the process to
be undervalued up to that point.

All the artists involved responded that they could con-
tribute to the concept and felt they could incorporate their own
language into the project. Ultimately, all the involved artists
are interested in the potential of AI in animation filmmak-
ing, envisioning it as a tool for enhanced communication and
understanding of the interplay of dance movements, sound,
and animation while posing questions on its implications for
further artistic collaboration. Speaking about the integration
of humans and technology in art, the artists acknowledge the
physical limitations of the human body. However, they be-
lieve that human emotion and soul cannot be replaced by ma-
chines. Collaborations between humans and technology can
open up new possibilities and create holistic artistic experi-
ences.



Figure 2: Stills of the animated short film LUCID [11].

Artistic Human-AI collaboration
The emergence of AI and AI animation can be likened to the
birth of other revolutionary technologies like film and com-
puter animation, often marked by an avant-garde phase. AI
art and animation are in a self-reflective period, with artistic
discussions centering on their essence and structure. In the
realm of AI, one predominant topic is collaboration with AI
tools.

The experimental short LUCID explores human-AI collab-
oration and highlights its challenges, particularly in anima-
tion, dance, and sound. Artists engaging with AI must em-
brace an experimental phase, replete with uncertainties and
iterative concepts. The many and sometimes random results
of AI tools may hinder the artistic process due to the vast
array of setting parameters associated with style transfer and
AI image generation. There is a risk of oversimplification and
arbitrariness in the artistic concept, and the presence of copy-
right issues, biases, and clichéd outputs in AI tools should be
critically acknowledged.

To summarize, the case study shows that when interact-
ing with AI tools, the artists are ultimately in charge of the
artistic direction of this process but can still run the risk of
consciously or unconsciously giving up some of the artistic
direction.
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