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What is the problem with AI in Healthcare?
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Opportunities:

Fast growing quantity of (electronic) data generated in healthcare

Growing need to help analyze this data to support care and reuse for research etc.

⦁William Stead. Growth in facts affecting provider decisions versus human cognitive capacity. IOM Meeting, 8 October 2007. Kharrazi H, Gonzalez CP, Lowe KB, et al. Forecasting the Maturation of Electronic Health Record Functions 

Among US Hospitals: Retrospective Analysis and Predictive Model. J Med Internet Res 2018;20(8):e10458

Fully electronic EHR 

environment with 

data sharing



Opportunities (cont.):

(Very) fast progress and growing interest for AI in Healthcare

What is the problem with AI in Healthcare?

Publications on AI in Medical Informatics

Penteado BE, Fornazin M, Castro L. The Evolution of Artificial Intelligence in Medical Informatics: A 

Bibliometric Analysis. In: Marreiros G, et al, editors. Progress in Artificial Intelligence. Springer 

International Publishing; 2021. p. 121–133.

Computing speed

Jaime Sevilla, Lennart Heim, Anson Ho, Tamay Besiroglu, Marius Hobbhahn, and Pablo Villalobos. 

‘Compute Trends Across Three Eras of Machine Learning’. ArXiv [Cs.LG], 2022
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Observed and perceived risks:

What is the problem with AI in Healthcare?
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Observed and perceived risks:

What is the problem with AI in Healthcare?

© Stephane Meystre, 2023



Observed and perceived risks:

Lack of explainability, interpretability and transparency

Limited robustness, consistency and reliability

Limited reusability and efficiency

Systematic biases and errors, lack of diversity and generalisability

Insufficient ethical concerns and privacy protection

Unclear responsibility and “human warranty”

lack of trust, unintended, unanticipated or even intentionally unethical consequences 

What is the problem with AI in Healthcare?
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Prominent examples of international and national efforts

AI Principles and Frameworks

UNESCO Recommendation on the Ethics of Artificial Intelligence 2021 International

IEEE Global Initiative on Ethics of Autonomous and Intelligent Systems 2021 International

ISO proposed Artificial Intelligence Management Systems 2021 International

Global Partnership on AI (GPAI) Framework 2020 International

OECD AI Principles 2019 International

WEF AI Governance white paper 2019 International

Asilomar AI Principles (Future of Life Institute) 2017 International

Council of Europe’s Report on AI systems 2020 EU

EU Ethics guidelines for trustworthy AI 2019 EU

The British Standards Institution UK (BSI) AI standards 2022 UK

NIST AI Risk Management Framework 2022 US

Trustworthy AI (TAI) Playbook (DHHS) 2021 US

FDA AI/ML-based Software as a Medical Device Action Plan 2021 US
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Responsible AI initiatives

Global AI Action Alliance
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Responsible AI

Large variety of principles 
listed in various AI ethics 
guidelines 

Hagendorff, T. The Ethics of AI Ethics: An Evaluation of Guidelines. Minds & Machines 30, 99–120 (2020)
Jobin, A., Ienca, M. & Vayena, E. The global landscape of 

AI ethics guidelines. Nat Mach Intell 1, 389–399 (2019)
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Problem and Opportunity
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Very large quantities of patient data becoming available in electronic format

EHR adoption among US hospitals # hospitals

EMRAM stages

Kharrazi H, Gonzalez CP, Lowe KB, et al. Forecasting the Maturation of Electronic Health Record Functions Among US Hospitals: Retrospective Analysis and Predictive Model. J Med Internet Res 2018;20(8):e10458

Fully electronic EHR 

environment with 

data sharing

https://www.hopkinsmedicine.org/coronavirus/covid-19-self-checker.html


Problem and Opportunity
Tremendous potential for secondary use of this patient data.

Essential for effective clinical research, high quality healthcare, 

and improved healthcare management.

https://www.hopkinsmedicine.org/coronavirus/covid-19-self-checker.html


Problem
Growing concern for 

patient confidentiality 

and privacy breaches

© Stephane Meystre, 2023
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Clinical Data Privacy Protection
Privacy and confidentiality of clinical data

In the E.U., the GDPR protects personal data (including health data). In the U.S., the HIPAA (Health 

Insurance Portability and Accountability Act) protects the confidentiality of patient data and the 

Common Rule protects the confidentiality of research subjects. 

Typically require the informed consent of the patient and approval of the Ethics Committee to use data 

for research purposes, but these requirements are waived if data are anonymised (E.U.) or de-

identified (U.S.). 

De-identification = explicit identifiers are hidden or removed. (PII; U.S. HIPAA Safe Harbor)

Pseudonymisation = data can no longer be attributed to a specific subject without the use of 

additional information, provided that such additional information is kept separately and protected

Anonymisation = transformation (irreversible) making identification of the subject impossible 

© Stephane Meystre, 2023
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Clinical Data Privacy Protection
Main methods used for data privacy protection at rest and in transit

ANONYMISATION

RANDOMISATION

Noise addition

Permutation

Differential privacy

GENERALISATION

Aggregation

k-Anonymity

l-Diversity

t-Closeness

STRUCTURED DATA UNSTRUCTURED DATA

PSEUDONYMISATION

DE-IDENTIFICATION

(Masking, 

Tokenisation, 

Scrubbing, Redaction)

ENCRYPTION

(Reversible)

HASHING

(Irreversible)

OBX|1|NM|2951-2^Serum Na^LN|1|138|mmol/L|||

OBX|2|NM|2823-3^Serum K^LN|1|3,2|mmol/L|||

OBX|3|NM|2075-0^Serum Cl^LN|1|114|mmol/L|||

MSH|^~\&|EPIC|EPICADT|SMS|SMSADT|199912271408|CHARRIS|ADT^A04|1817457|D|2.5|
PID||0493575^^^2^ID 1|454721||DOE^JOHN^^^^|DOE^JOHN^^^^|19480203|M||B|254 
MYSTREET AVE^^MYTOWN^OH^44123^USA||(216)123-4567|||M|NON|400003403~1129086|
NK1||ROE^MARIE^^^^|SPO||(216)123-4567||EC|||||||||||||||||||||||||||
PV1||O|168 ~219~C~PMA^^^^^^^^^||||277^ALLEN MYLASTNAME^BONNIE^^^^|||||||||| 
||2688684|||||||||||||||||||||||||199912271408||||||002376853

© Stephane Meystre, 2023
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Clinical Text Automatic De-Identification
Why use NLP for text de-identification?

Manual text de-identification is a lengthy and costly process (about 90 s per document). Some 

identifiers are missed (e.g., 95.5% sensitivity with 262 clinical notes of various types). 

NLP can be used to automatically de-identify electronic clinical documents.

The text de-identification process is composed of two main steps: 

• PII detection, and then 

• PII removal or transformation: replacing PHI with some tags or characters (e.g., ‘Mr. Smith’ 

becomes ‘<Patient_name>’), or replace PHI with synthetic but realistic substitutes (e.g., ‘Mr. 

Smith’ becomes ‘Mr. Jones’) = PII "resynthesis”

Dorr DA, Phillips WF, Phansalkar S, Sims SA, Hurdle JF. Assessing the difficulty and time cost of de-identification in clinical narratives. Methods Inf Med. 2006;45(3):246-252.

© Stephane Meystre, 2023
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Clinical Text Automatic De-Identification

DE-IDENTIFICATION

(Masking, 

Tokenisation, 

Scrubbing, Redaction)
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Clinical Text Automatic De-Identification
Levels of de-identification (above/below U.S. HIPAA Safe Harbor)

Identifiers (PII) “Super” de-identification HIPAA Safe Harbor HIPAA Limited dataset
SSN All All All

ID All All All

Patient All All All

Relative All All All

Other person All All All

Electronic address All All All

Date Time All All except year None

Age All >89 None

Healthcare unit All All All

Other organization All All All

Phone Fax All All All

State All None None

Country All None None

Street All All None

City All All All

ZIP code All (5 digits) Last 2 digits* None

Provider All None None

Profession All None None

© Stephane Meystre, 2023
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Clinical Text Automatic De-Identification

© Stephane Meystre, 2023

High-accuracy AI-based clinical data de-identification solution (CliniDeID) builds on years 

of NLP for text de-identification research and development

2020201620142012201020082006

Privacy Analytics Lexicon

Rule-based

Machine learning

Deep learning

Main methods used:

i2b2 

challenge

i2b2/UT

challenge

NLM Scrubber

MIST

Physionet de-id

Zuccon Dernonc.

BoB (VHA text de-identification)

Ensemble method

A,Meystre

Gardner

Beckwith

2018

N-GRID

challenge

AWS Comprehend

2022

John Snow

MedCAT

Philter

De-ID™ Google Cloud

https://www.hopkinsmedicine.org/coronavirus/covid-19-self-checker.html
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Accuracy improvement methods 

based on deep learning and 

ensemble methods

Algorithms developed and 

systems combined

Clinical Text Automatic De-Id. - CliniDeID



Clinical Text Automatic De-Id. - CliniDeID
Accuracy improvement results: individual algorithms/systems

Method
Strict entity (%) PII-level binary token (%)

Precision Recall F1 score Precision Recall F1 score

LSTM-CRF v.N 95.61 93.44 94.51 98.96 98.03 98.49

LSTM-CRF v.L 95.51 93.12 94.30 98.94 97.86 98.40

CRF 95.99 92.54 94.23 98.67 97.75 98.21

MEMM 95.58 92.40 93.96 98.44 97.62 98.03

Searn 95.20 92.57 93.86 98.68 97.53 98.11

MIRA 95.17 92.39 93.76 98.39 97.87 98.13

LSTM v.L 94.24 92.65 93.44 97.56 97.77 97.67

SVM 93.58 91.83 92.69 98.32 97.42 97.87

OGD 93.36 91.54 92.44 98.54 97.09 97.81

Struct. SVM 92.75 70.86 80.34 98.14 83.16 90.03

MIST 63.83 47.10 54.21 83.52 70.91 76.70

PhysioNet deid 57.06 39.45 46.65 88.50 49.76 63.71

Voting 96.81 94.05 95.41 99.02 97.99 98.5

Stacked 97.04 94.45 95.73 99.16 98.06 98.61

Kim Y, Heider P, Meystre SM. Ensemble-based Methods to Improve De-identification of Electronic Health Record Narratives. AMIA Annu Symp Proc. 2018: 663–672.
© Stephane Meystre, 2023



CliniDeID
Accuracy improvement 

results (cont.)

Comparative evaluation 

“out-of-the-box” with the 

combined 2014 and 2016 

i2b2 de-identification

challenge corpora.

Heider P, Obeid J, Meystre S. A Comparative Analysis 

of Speed and Accuracy for Three Off-the-Shelf De-

Identification Tools. AMIA Summits 2020.

0.918

0.999

0.916

0.873

0.999

0.658

0.654

0.999

0.518

0.996
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Clinical Text Automatic De-Id. - CliniDeID
Accuracy improvement results (cont.)

Comparative evaluation “out-of-the-box” with three i2b2/n2c2 de-identification

challenge corpora (with resynthesized dates replaced with years between 1950 and 2021) and a 

local MUSC corpus.

Heider P, Meystre S. An 

Open Evaluation Framework 

for Clinical Text De-

Identification Systems: A 

Case Study of 6 Systems & 4 

Corpora. In Press 2023.

© Stephane Meystre, 2023



Clinical Text Automatic De-Id. - CliniDeID
Available as free and open sources software (GPL v3 license)

https://github.com/Clinacuity/CliniDeID

© Stephane Meystre, 2023



Contacts: stephane.meystre@imec.nl

OnePlanet: https://oneplanetresearch.nl/

Lab website: https://meystrelab.org

The important thing is not to stop questioning. 

Curiosity has its own reason for existing.

Albert Einstein (1879-1955) 

German-Swiss-U.S. scientist.

https://oneplanetresearch.nl/
http://meystrelab.org/
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Explainability and Interpretability in 
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XAI in Medicine pertains to the explanation and 

interpretation of results from AI techniques to 

support clinical decision making.

The essential question:

Can we trust AI artifacts that are not 

explainable and interpretable?
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There are at least four challenges for 
XAI in medicine…
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Interpretability

Understandability

Explainability

Usefulness

Usability

The degree to which a human can 

intuit the cause of a decision and 

consistently predict a model's result

Ability to know how a

model works

The ease with which a user 

can learn to operate, prepare 

inputs for, and interpret 

outputs of a system or 

component

Practical worth or 

applicability

Combi C, et al.: A manifesto on explainability for artificial intelligence in 

medicine. Artif Intell Med. 2022 Nov;133:102423
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… and there are six questions about those 
challenges and propositions to address them
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1. What are the requirements for XAI, and how can 
we evaluate the trustworthiness of an explanation?

Proposition: Explanations are not always required in order for 

an AI model to be useful. Functional specifications obtained 

from deep analysis of the problem domain and users should 

determine when explainability and interpretability are 

required.
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2. If an AI system’s output is understandable, is it 
automatically explainable?

Proposition: Understanding the output from an AI system is 

foundational to explainability, but it is only one requirement 

that has to be merged with usability, usefulness, and 

interpretability to compose explainability.
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3. What is the role of domain understanding in 
achieving XAI in medical applications?

Proposition: XAI-based systems need to start from modeling 

the biomedical and clinical domain in order to obtain a true 

understanding of the context in which these systems will be 

used.
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4. Can explainability and interpretability draw us 
closer to wisdom?

Proposition: Explainability and interpretability are both a 

requirement to completing the data-information-knowledge-

wisdom spectrum.
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5, Can an AI system that is not explainable or 
interpretable be trustworthy?

Proposition: XAI is an integral component of 

trustworthy AI systems.
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6. Is XAI in medicine always required?

Proposition: Explanations are not always required in order 

for an AI model to be useful. Functional specifications 

obtained from deep analysis of the problem domain and 

users should determine when explainability and 

interpretability are required.
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Some recommendations for achieving XAI

AMIA 2020 Annual Symposium  |   amia.org

 Bridge the gap between symbolic and sub-symbolic AI approaches

 Engineer explainability and interpretability into intelligent systems

 Iteratively evaluate and improve the effects of explainable and 

interpretable  components and approaches

 Determine when explainability and interpretability are actually needed

 Always develop explainabile artifacts… as user-centered and user-tailored 

artifacts that are interpretable! 
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Where does this leave us with regard to trustworthy AI?

AMIA 2020 Annual Symposium  |   amia.org

Interpretability

Understandability

Explainability

Usefulness

Usability
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Responsible stewardship of data and models

Amsterdam UMC – location AMC

The Netherlands

Ronald Cornet, PhD
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2000-2004

Source: Challenges for the FDA: The Future of Drug Safety, Workshop Summary, 2007

Vioxx

• Intended to treat arthritis & pain

• Increased risk of heart attack 
and stroke
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June 21, 2021

External Validation of a Widely Implemented Proprietary 

Sepsis Prediction Model in Hospitalized Patients | Critical Care 

Medicine | JAMA Internal Medicine | JAMA Network

https://jamanetwork.com/journals/jamainternalmedicine/article-abstract/2781307?utm_source=STAT+Newsletters&utm_campaign=2cf65f91fb-health_tech_COPY_01&utm_medium=email&utm_term=0_8cab1d7961-2cf65f91fb-152974970
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October 6, 2022

Epic overhauls sepsis algorithm (beckershospitalreview.com)

https://www.beckershospitalreview.com/ehrs/epic-overhauls-sepsis-algorithm.html#:~:text=definition
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October 19, 2022

Unregulated Algorithms in Healthcare – EPIC and Sepsis | 

American Council on Science and Health (acsh.org)

https://www.acsh.org/news/2022/10/19/unregulated-algorithms-healthcare-%E2%80%93-epic-and-sepsis-16613
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April 19, 2023

Microsoft and Epic partner on OpenAI tools (digitalhealth.net)

https://www.digitalhealth.net/2023/04/microsoft-and-epic-partner-on-openai-tools/
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May 31, 2023

2305.17493v2.pdf (arxiv.org)

The curse of recursion: 

Training on generated data

makes models forget

https://arxiv.org/pdf/2305.17493v2.pdf
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June 22, 2023

The people paid to train AI are outsourcing their work… to AI | 

MIT Technology Review

https://www.technologyreview.com/2023/06/22/1075405/the-people-paid-to-train-ai-are-outsourcing-their-work-to-ai/


#MEDINFO23@TheInstituteDH

8 – 12 JULY 2023 | SYDNEY, AUSTRALIA

June 26, 2023

Behind the secretive work of the many, many humans helping 

to train AI : NPR

“he was working on chatbots
and was making about $3 an hour”

https://www.npr.org/2023/06/26/1184392406/behind-the-secretive-work-of-the-many-many-humans-helping-to-train-ai
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• Medical knowledge is estimated to double every 73 days, i.e., multiplies by 1000 in 2 years

Data – knowledge – implementation

Medical knowledge doubles every few months; how can clinicians keep up? (elsevier.com)

https://www.elsevier.com/connect/medical-knowledge-doubles-every-few-months-how-can-clinicians-keep-up
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• Medical knowledge is estimated to double every 73 days, i.e., multiplies by 1000 in 2 years

• The knowledge-implementation gap is 17 years

Data – knowledge – implementation

The answer is 17 years, what is the question: understanding time lags in translational research - Zoë Slote

Morris, Steven Wooding, Jonathan Grant, 2011 (sagepub.com)

https://journals.sagepub.com/doi/10.1258/jrsm.2011.110180
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• Medical knowledge is estimated to double every 73 days, i.e., multiplies by 1000 in 2 years

• The knowledge-implementation gap is 17 years

 1000 8.5 = 32 * 10 24

Data – knowledge – implementation
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• Increase and accelerate data availability
• Data visiting instead of data sharing

• Increase insight in and oversight of models
• “repository of algorithms”, including scope, use, performance

• Continuous monitoring of “AI interventions”: stop / scale-up

Closing the loop – 3 needs
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• Data & Models
• High quality

• As open as possible

• FAIR: Findable, Accessible, Interoperable, Reusable

• Federated

• Questions: 
• who bears the burden of making FAIR and training models

Responsible stewardship & use

https://doi.org/10.1016/j.radonc.2013.07.007
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Making data FAIR in practice – the metroline

https://zenodo.org/record/7867293

https://zenodo.org/record/7867293
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AMIA Policy Committee Work Product

• Based on work by the American Medical Informatics Association’s Policy Committee 2020- 2021 and
approved by the Board of Directors

• Solomonides AE, Koski E, Atabaki SM, Weinberg S, McGreevey JD, Kannry JL, Petersen C, Lehmann CU. Defining AMIA's artificial
intelligence principles. J Am Med Inform Assoc. 2022 Mar 15;29(4):585-591. doi: 10.1093/jamia/ocac006. PMID: 35190824; PMCID:
PMC8922174.

• https://academic.oup.com/jamia/article/29/4/585/6534106
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Examples of Bias in ML

• Algorithm to predict complex health needs of 
patients to allocate resources

• Used health expenditure as a proxy for health 
status (“the more spent on healthcare, the worse a 
person’s health must be”)

• What do you think happened?
• Black patients with the same level of illness were less likely to be 

able to afford and access needed services

• The algorithm predicted lower future costs, incorrectly assessing 

better health and fewer needed services for this population
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Historical Bias

• Use of historical data that may no longer reflect reality

• 2014, Amazon built a system to screen job applicants from CVs

• Data from 2004 – 2014 where most employees were male

• Result: The system identified males as more suitable candidates

• Project was scrapped 

https://www.seldon.io/6-types-of-ai-bias
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Sample Bias
• Training data do not accurately reflect the 

makeup of the real world

• Speech-to-Text System

• Trained on Audiobooks - narrated by well 
educated, middle aged, white men

• Underperforms with speakers from different 
socio-economic or ethnic backgrounds Word Error Rate = WER

https://www.seldon.io/6-types-of-ai-bias
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Label Bias

• ML models need labeled data - Labeling may vary

• Above only front facing lions are labeled;

• The system is unable to identify a lion from its side

https://www.seldon.io/6-types-of-ai-bias
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Aggregation Bias
• Aggregating data may introduce bias

• Graph shows salary and years on the job – linear 
correlations.

• Now look at the data used to create this graph

• For athletes the opposite is true.

https://www.seldon.io/6-types-of-ai-bias
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Facebook Ad Algorithm

• Researchers ran the same ad but alternated pictures

• Images of women were delivered to an actual audience of 50% women

• Pictures of older women and female children are delivered primarily to women (58% and 55% women, 
respectively)

• Pictures of teenage women are delivered primarily to men (43% women)

• Synthetic images of adult Black people were delivered to 81% Black users

• Synthetic images of adult white people were delivered to only 50% Black users on average.

https://facebook-targeting.ccs.neu.edu/measurement/papers/kaplan2022measurement.pdf

Bias Example in Social Media
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Examples of AI Bias

• Apple’s credit algorithm extended lower credit to wives than their husbands

• Hispanics are more likely to have their prepaid, legal transactions reported to the Financial Crimes 
Enforcement Network (less likely to have a bank account)

• Facebook’s AI application discriminated by race and gender in housing advertisements

• AI to predict patients ready for hospital discharge demonstrated a bias against people from poorer 
neighborhoods with more African-Americans
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Belmont Principles - 1974
• National Commission for the Protection of Human Subjects of 

Biomedical and Behavioral Research
• Autonomy

• Beneficence

• Nonmaleficence

• Justice

• Re-interpreted for AI

• +11 additional principles
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Responsible Principles for AI

• Beneficence
• AI is designed explicitly to be helpful to people, who use it or on whom it is used, and to reflect the 

ideals of compassionate, kind, and considerate human behavior

• Autonomy
• Context AI: operates without human oversight
• Context Ethics: “protecting the autonomy of all people and treating them with courtesy and respect 

and facilitating informed consent”

AI System
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Responsible Principles for AI

• Nonmaleficence
• “Do No Harm”

• Every reasonable effort shall be made to avoid, prevent, and minimize harm or damage to any stakeholder

• Justice
• Equity in representation in and access to AI, data, and the benefits of AI

• Fair access to redress and remedy be available in the event of harm resulting from the use of AI

• Affirmative use of AI to support social justice
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Principles for the Organization

• Benevolence
• Organizations developing AI systems must intend positive purposes (e.g., improved health outcomes) 

rather than negative purposes (e.g., to further bias, exploit individuals, advance financial interests)

• Transparency
• AI systems do not incorporate or conceal any special interests

• AI systems deal evenhandedly and fairly with all good faith actors

• Stakeholders understand that they are dealing with AI in the first place
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Principles for the Organization

• Accountability
• AI requires active oversight and a clear “reporting line

• Any risk deemed attributable to AI must be reported, assessed, monitored, measured, and mitigated

• Required ongoing oversight of AI systems

• Lodging a complaint and receiving proper redress, and escalation of a complaint should be possible
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AI Technical Principles

• Explainability
• AI may not function as a “black box” to users or patients

• Developers must 
• declare the scope, proper application, and limitations of their work

• provide sufficient information about the general derivation of their output

• Upon request provide a role-appropriate (e.g., lay language for patients) explanation

• Interpretability
• AI must present plausible reasoning for decisions or advice, which must be presented in appropriately 

accessible language based on the stakeholder
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AI Technical Principles

• Fairness
• AI must be free of bias and must be nondiscriminatory

• Dependability
• AI must be robust, safe, secure, and resilient

• At worst it “fails gracefully” (leaves system in a safe or secure state)

• Auditability
• AI must provide an “audit trail” of its performance including internal changes

• Audit log contains model state, the input variables, and the resulting output for any system decision or 
recommendation
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AI Technical Principles

• Knowledge Management
• Developers must maintain AI systems including retraining of algorithms on new data or new 

populations

• The models powering AI need to have clearly listed creation, revalidation, and expiration dates 
(transparent to users)

• Algorithmovigilance
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AI Research

• Needed to 
• Understand the technology better as it evolves 

• Ensure its humane and ethical application in society and the economy
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Conclusion

• AI will play an important role in the gains in medical knowledge, diagnosis, and treatment in 
the 21st century

• AI has the potential to make healthcare healthcare safer, more effective, less costly, and 
even more equitable

• AI must be introduced judiciously, in the appropriate environments, and in accordance with 
the ethical principles outlined

• Algorithmovigilance is paramount


